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Abstract 
This paper addresses Collective Jntelligence routes used 
iii Artificial Life. Preliminary results are used to opti- 
mize the performance of Genetic Algorithms. Due to 
interested in the behaviour oriented Artificial Intelli- 
gence, specific attention is placed on the biological phe- 
nomena that reveals something about Collective Intel- 
ligence. Then, we propose a parallel reinforced search 
algorithm for the GA that use a collective memory of 
the better structural changes in the individuals through 
the generations, in order to use that information like 
trace of search. 

1. Introduction 
Artificial Life (AL) will have a tremendous impact 
on the future [2, 7, 9, 101. Evolution of Artificial 
Systems is a.n important component of AL, providing 
an important modeling tool and an automated design 
method. Genetic Algorithms (GAS)  a.re currently the 
most prominent and widely used models of evolution in 
Artificial Life Systems. G A  is a method of sea.rch and 
optimization based on the theories of evolution of both 
Darwin a.nd Mendell [3, 11.1. GA proportions a group 
of important cha.racteristics, as  search based on popu- 
lation, combination of information and random mech- 
anisms of decision. The  efficiency of the GA is limiting 
when is applied to "big" problems or when we require 
good solulions, it  is due because they don't secure get, 
the better solution or because they consume consider- 
&le times in order to carry out t,he search of the better 
solutions. 

In this article, we propose a scheme of reinforcement 
of the search that carries out the GA, as a manner 
of avoiding the previously mentioned problems. The 
proposal of reinforcement is ba.sed on the follow up 
of the structura.1 evolution of individuals. In order to 
carry out the follow up, concepts and caqe studies of 
the doma.in of AI, a.re used, particularly, the concept 
of Collectioe Intelligence [a, 101 and the case study of 

proach is implicitly parallel, and is exploited in our 
the Colonies of Ants  [4, 5 ,  61. T h i s  reinforcement. ap- 
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implementation. Collective Intelligence studies such 
as those concerning the actions and inter-relat,ions of 
a set, of simple agents (for example, ants) can cmry 
out the global object4ives of the systems where these 
agents are immersed, with a high degree of efficiency, 
Each agent, cooperates in carrying out tasks to com- 
plete those objectives, without central coordina,tion or 
control, but wit8h existing mechanisms of inter-relat,ion 
and communication between them. Examples of these 
systems a.re the Systcms of Jnsects (for example, the 
Colonies of Bees and of Ants [4, 5, 61). In these sys- 
tems, their agents are not individually intelligent, but 
their actions as a whole, in order to complet,e certain 
objectives of the systems, have demonstrate intelIigent 
beha.vior (for example, search of sources of foods). 

We use these ideas to propose a para.lle1 reinforced 
search algorithm for the GA. This algorithm creates 
a Collective memory of the better struct,ural changes 
i n  the individuals through generations, in order tso use 
such information as trace of search. 

The next, sec- 
tion introduces t8he GA. Then, tbe theory on Colle~t~ive 
Intelligence and Artificial Life a.re introduced. Sub- 
sequently, our a p p r o d l  of reinforcement, is  detailed, 
based on the model of Colonies of Ants. In section 5 t,he 
graph partitioning problem , the application of the re- 
inforced GA to this problem, rcsults ana.lysis, and com- 
parisons to o t h r  results obtained for previous work [8] 
are introduced. Section G presents the Traveling Sa.les- 
man problem. Finally, the conclusions are presented. 

This work is organiz'cd as  follows. 

2 .  Genetic Algoritlims 
This is an optimization algorithm based on the prin- 
ciples of evolution in bicilogy. A G A  foliows an "intel- 
ligent evolution" process for individuals based on the 
utiliza.tion of evoliit.ion operators such a.s mutation, in- 
version, selection and crossover [l, 3,  111. The idea is 
to find the best local optimum, sta.rt,ing from a set. of 
initial solutions, by applying the evolution operators to 

local minima.. The proc~xlure evolves until i t  rema.ins 
successive solut~ions so as to generate new a.nd bnt tc r  



tmpped in a local minimuin. 
The use of the GA in the resolution of NP-complete 

problems has been limited due to t?heir prolonged exe- 
cution time in searchs and due to the quality of their 
solutions (normally, they find optima local, not global). 
In order to solve these deficiencies directly, one can use 
parallel approaches [ I ,  81 and/or incorporate techniques 
which help in the search process of the GA [I]. 

2.1. Parallel Approaches for GA 
The structure of the GA facilitates the application of 
different parallel approaches which can help decrea.se 
execution times of a n d  improve the quality of the solu- 
tions. Two possible parallel approaches are [8]: 
e Divide the solutions space and apply simultaneously 
the GA in each sub-space. In this a.pproach, there are N 
instances of the same problem, where N is the number 
of spa.ce divisions. The  objective here is to carry out 
a pa.ralle1 sea.rch in the solutions space, t o  obtain sev- 
eral loca,l optima. of this ma.nner. This approach should 
meet the following conditions: 

- si c s vi = 1, ..., I<. 
- Si n Sj = Q V i ,  j = 1, ..., A’ else i = j 
- s zz uys; 

e Divide the iizterizcal structure of the GA in order to 
sini,ultnneously exectrteall the possible operations. The 
na,tural decomposition of the int.erna1 structure of a G A  
is in t81ie basic pha.ses: generation of the initial popu- 
lation, eva,liia.tion, reproduction, selection and replace- 
ment. This a.pproa.ch studies each phase individually. 
Accordingly, the implicitly pa.rallel pha.ses are the fol- 
lowing: 

- The genera.t,ion of t8he individuals of the initial pop- 
ulation. 

- The evaluation of each individua.1. 
- The reproduction of the individuals in order t o  cre- 

at8e new in d i vid u a h .  

3 .  Artificial Life and Collective 
Intelligence. 

AL undertakes those human-made systems khat pos- 
sess some of the key properties of natural life. A ma- 
jor motivation for the field of AL, besides the desire 
for a. firmer the~ret~ical developpment in biology, is the 
promise it holds for the synthesis of biological phenom- 
ena in forms that will be of great, practical use in in- 
dustria.1 and engineering endeavors [2, 7, 9, 101. 

There are a. number of open probleins that seem es- 
pecia.lly good ca.ndida.tm which ca.n benefit from the 
t,ools (.liiLt, AI, is beginning to offer. We are specificaJIy 
int,erested in nrt.ificia1 syst,eins t,ha,t. serve as models of 

living systems for researching open questions in paral- 
lel systems. Particularly, we are interested in Collective 
Intfelligence. 

Collective Intelligence studies, such ms collective cog- 
nitive capabilities in Systems of Insects, linowingly that 
the cognitive capability individual’s is limited [2]. This 
cognitive of capability of a System of Insects allows it to 
complete obJectives that insure its survival/vitalit,y in a 
hostile environment, wit,h a great, efficiency. Examples 
of these systems are the ant,  bee and wasp colonies. 

4. Reinforcement of the search 
in the GA 

We propose a reinforced search algorithm based on 
collective intelligence. The  idea is the following: the 
solutions space is divided and a set of rules is used 
to define the information tlransmit3ed bet(weei-1 solution 
sub-spaces. The  information to be transmited is coin- 
posed of structura.1 det,ails of the best individuals found 
during the search in each one of the sub-spxes. So, 
the reinforcement. approach we propose is based on the 
follow-up behavior of individuals, to register structural 
changes which occurred in each one of the solutions 
sub-spa.ce. To  carry out these rules we were inspired 
by the Collective Intelligence, pa.rticula.rly, in the case 
of Ant, Colonies. 

Algorithms inspired by Ant Systems are heuristic 
methods that permit solving combinatorial optiiniza- 
tion problems. The procedure is based on the distri- 
bution of the search on a.gents called ”a.nt,s”. That. is, 
a.gent,s witSh very simple capabilities which trying to 
siinulate tthe behavior of the ants. 

Communication between agents (ants) is made 
through a trace, called pheromone. Such that, a mov- 
ing ant leaves a certain quantity of pheromone. Later, 
the probability that an ant follows a path increases ac- 
cording to t8he number of ants which have taken that 
pa.th (a large quantity of pheromone in a. path means 
a large probability it will be visited). 

IJsing these idea.s, we will distribute the search in 
sub-spaces, called agents or ants. In our ca.se, ea.ch sub- 
space executes a GA as described in the section 11. Also, 
we follow the structural behavior of better individuals 
of every sub-population during their evolutions (that 
is, in. each srrb-space), through an individua.1 which we 
call the t r a c e  ind iv idua l .  So, tra.ce indivicltials carry 
the registra.tion of good changes as  if they were the 
collective memory of the system. In order to carry 
out reinforcement tasks, we define special individuals, 
called r e fe rence  individuals, a.nd use a new type of 
genetic operator ( t r ace  operator). Wc det.ail those 
aspects in the next sections. 
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4.1. Follow-up of the structural behav- 
ior of individuals 

We propose to define a trace individual in each sub- 
so1ut)ions space, to keep the past information, with the 
following characteristics: 

The columus of the trace individuals represent the 
elemenCs of ea.ch individual, while the rows are the dif- 
ferent values that these elements can take. Each Tjl 
element will have a value defined by the following pro- 
cedure: 
0 An individual i in time k has a function objective 
valiieequa.1 to  Fj(k) ,  and in t imek+l.  equal to Fj(k+l).  
0 We define a improvement value expressed in the fol- 
lowing manner: 

where c is the total number of elements which have 
changed in the individual i. As we are interested in the 
quantity in which individual i has improved, depend- 
ing on whether or not the objective is to minimize or 
maximize, the changes are considered interesting if Ft 
is positive and the objective is ma.ximize, or vice versa 
if the objective is minimize. 

The value of Tjl is incremented in Ft if the element I 
of individual i has changed to the value j. 

Using the inathema~tical function ( F t )  the trace in- 
dividuals register the contribution of well reproduced 
individuals (and of each one of t,heir elements) in ref- 
wencc to individuals t.1ia.t they replaced in the original 
populat,ion. 

The fundamental concept that  is used in the defi- 
nition of the ma.thematica1 function mentioned previ- 
ously is the same as the main idea tha t  exists in the 
syst,enis of a.nts, t1ia.t is, pheromone. This function 
represents the solutions improvement value through the 
generat.ions. 

Fh = (Fi(k+l) - Fi(k))/c 

4.2. Information Transinission Rules 
(partial results) 

One of t.he main aspeck is how to use the informa- 
tion Itept, in t.hc trace individuals in order to guide the 
search process for the paths that each sub-space has 
determined as  interesting. The  objective is try to use 
the informatmion of the trace individuals as a.n element 
that, guides t.hc search procedure towards better regions 
t,ha,n the previous. As such, we propose two mecha- 
nisms or rules: 

Generat>ion of reference individuals using the in- 
formation of trace individua.ls. The reference individ- 
uals are composed of the better values identified in 
trace individuals; this identification uses a probability 
scheme based on values recorded in the trace individu- 
als. Then, these reference individuals are used to apply 
genetic operat,ors on them. Then, every GA selects in- 
dividuals for the reproduction phase from the reference 
individuals and the hemst, individuals of its sup-space. 
0 Definition of a new genetic operator, called t r a c e  
operator. This is a inodification of some of the op- 
erators we are using. 'To choose the operator to mod- 
ify, we select one that permits a jump in the solutions 
space (for example, mutation or inversion). This oper- 
ator will allow to the vitlues of the individuals elements 
change toward the better values identified in the tra.ce 
individuals. The  best values are these that had better 
beha.vior (larger Tjl va.lues). 

4.3. 
We can define one migration form of the new genera.ted 
individuals, which depend on the way we have divided 
the solutions spa.ce (see section 11): migration of the 
individual to t-lie partfition of the solutions space that 
it belongs to. 

Migration of the new individuals 

4.4. Reinforced Macro-Algorithm 
Incorporating the reinforcement8 scheme, we propose 
the following macro-algorithm: 
1. Code the individuals! which represent the solutions 
2. Divide the solutions space using a.pproaches defined 
in section 2.1 
3 .  Apply the GA in each sub-spgce. This GA will have 
memory capabilities (throngh t,race intlividiixls) in or- 
der to determine the best Characteristics (patterns of 
common code) that through the generations tjhe indi- 
viduals have. 
4. using the trace individuals, evaluat@e a.nd reproduce 
new individuals. In this case, the reproduction phase 
also establishes what information to transmit bet,ween 
different sub-spaces, using new elements such as the 
trace operator and reference individiials. 
5. Return to st,ep 3 unt.il the system converges. 

5. The Graph Partitioning 
Problem 

The problem consists in dividing a gra.ph in several 
subgraphs [l], SO as to minimize the connection costs 
between them. In a very general way, in  order to math- 
ematically formulate the problem, the following ciefini- 
tion is necessa.ry: the graphs are sets of nodes joined 
by arcs. I t  can be defined as follows: 
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- G is a directed graph, 
- N = { 1, ..., n }  is a set of n nodes on which we can 
a.ssociate a weight function Q : N- > R. In our studies 
Q(i)=l for i= l , . . ,  n,  
- A = { a i j } ,  are node pairs that  define the arcs. I t  is 
known as the adjacency matrix. 

According to  certain constmints, the problem con- 
sist,s dividing the graph in I< different subgraphs. The  
classic constraints are: 
0 The subgraphs must have a specific size or must have 
a weight sum of nodes less than a given value. 
0 The arcs with exkremities in different, subgraphs must 
be minimal, or the weight sum of arcs which join nodes 
in different subgraphs must be minimized. 

The cost, function associates a real value to every 
subgraph configuration. We propose the next cost func- 
tion: 

AGS 
AGP 

AGPR 

D = {i E G, 8~ j E Gl 8~ 1 # m &z ai j  = l} , 

N G ~ =  number of nodes in subgraph t 
b = bala.nce fa.ctor [0,2]. 
The  graph partitioning problem is reduced to find a 
subgraph configura.tion with minimum value for the 
cost function: 

F = MIN(Fc) 

5.1. Solution of this problem by means 
of GA 

The G A  applied in our problem follows the next pro- 
cedure: we define a. research space of n vectors where 
everyone represents an individual, and every individ- 
ual represents a possible solution. Each vector has n 
elements (every element is a node in the graph) and 
according to the group (sub-graph) to which it belongs 
(it is assigned) every element has a value between 1. . .K, 
. For example, if we assume N = 5 and I<= 2 and we 
could have an iiidividual with the next values: 2, 1, 1, 
2, 1. That inems for this solution node 1 is in sub- 
graph 2, node 2 is in subgraph 1, node 3 is in subgraph 
1 and so on. Furthermore, we use the cost function 
defined on the first part to determine the cost of every 
individual. We begin with an initial population of indi- 
viduals randomly defined and we choose the individuals 
with minimal cost, for generating new individuals using 
genetic operators. Since the population is constant, we 
substitsiite the worst individuals of the initial solution 
with t,he hmt? individuads generated. The  procedure 
stops if we exceed a given number of generations with- 
out fincling a bekter solution. We use the crossover and 

I , \ ,  
129 136 131 0.400 
124 126 124.6 1.294 
124 127 125.5 9.830 

mutation operators as genetic operators. The more im- 
portant. implementation details used to solve this prob- 
lem with our approach are the following: 
0 The partitioning approach that. we use ra.ndomly 
chooses a vector position that defines a,n individual 
(for example, the third element) and assigns a different 
value for this element in each sub-space (between 1 y 

0 For the reinforced Genetic Algorit,hm: 
- The trace individual saves the best values or par- 

titions (between 1 and I<) where we must, assign every 
node. 

- The reference individuals are used in order 
to iiiatch them with better individua.ls from each 
sub-population (that is, of each sub-space) using the 
crossover operations. So, in each crossover operation 
a reference individual is chosen for crossing with some 
individua.1 in any GA sub-populations. 

- The trace individual is a modification of the mu- 
tation operator. This operator will allow the perfor- 
mance of a mutation which changes the element values 
of the individuals towards better values identified in  
trace individuals. The best values are those t1ia.t had 
better behavior (larger value of Tjl). 

5.2. Results Aiialysis 
The implementation is carried out using C and the 
PVM (Parallel Virtua.1 Machine) library. The platform 
used is a eight processors IBM-SP2 of the National 
Computing Center of the Universidad de 10s Andes. 

The  results were compared with previous results ob- 
tained in [8], where two para.llel GA and a serial GA 
were presented. One of the parallel G A  exploits the 
implicit parallelism of this technique a.nd the other di- 
vides the solutions space in order to perform a search 
in each one using a GA. Next, we present the results 
tables for different values of N and I<. 
0 AGS= Serial Implementation. 
o AGP= Para.lle1 prograin using the partitions ap- 
proach. 
0 AGPR= Parallel 1niplementa.tion using t,he reinforced 
GA approach. 

I<). 

1. N=30 I<=5 

I ALG 1 MIN I MAX I PROM I t (set) I 

2. N=50 I<=7 
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3.  N=70 Ii=9 
ALG 
AGS 
AGP 

AGPR 

MIN MAX PROM t (sec) 
756 765 760.8 14.300 
731 741 737 37.680 
726 745 740.5 160.750 

4. I<=5 ’I 
A G I’ 246 1520 1772 

AGI’II 51 244 1517 1772 

5. N=100 

We ca.11 observe that the execution time of the paral- 
lel programs (AGP and AGPR) is incremented due to 
the tool used (PVM), based on the a.pproac1i of nies- 
sa,ges passing. This introduces a new time, well-known 
a.s communica.tion time tha t  could be caused for: the 
number of coinmunica.tions of tlie processes, the prob- 
lems of latency of PVM. Besides, the AGRP program 
always has more execution time than AGP, this ad- 
dit8ional time is produced for the manipula.tion that 
should ma.lte AGPR of tthc h c c  individmls (Rules of 
tmnsmission of the information). The main point is the 
qualit,y of the results, so, as much AGP as  AGPR find 
betker solutions tlmt AGS. Table 5 shows tha t  AGPR 
finds a better solution than AGP. In the other tables 
these iinproveinents are smaller. The contribution of 
t,he pa.ralle1 impleinentations in the quality of the so- 
lutions is because they can perform a more exhaustive 
and rigorous search. 

6. The Traveling Salesman prob- 
lem 

‘l.’hc ‘l‘r.a,veling Sa1esma.n problem is a classical optimiea- 
l,ion prohlern t,hat could be described as: given N cities, 
the sa,lesman should visit each city one time and t3he 
totma] cost. of the journey should be minimal. We can 
define the cost of tlie journey a.s the sum of the dis- 
t,ances between the visited cities. This problem can be 
expressed in the following manner: 

G = ( N ,  A ) ,  
- N = {I , ,  ..., n }  is the graph with n nodes, 

.- .4 = { o , i j }  is {,he adjxency ma,t,rix. 
We can define D,  matrix of distances as: 

{; Si a,j = O 
( 4 1  = 1 . .  s i  a,ij = 1 

- lij = dista.nce between t,he cities i and j 

If we suppose that (,lie cities a.re numbered from 1 
to N, a solution to the problem could be expressed 
through a state matri.rc (E) that indica.tes the order 
cities are visited. This matrix will contains rows with 
the order cities visited, and in the columns the cities. 

(eij} = { 1 if city j was visited in the position i 

Tha t  is, matrix E defines array V with n elements 
which contains thc city khat. was visited in each posi- 
tion. 

vj = i (If city j was visited in the position i) 

0 Otherw.ise 

Pina.lly, we propose a. fiinction that calculat,es the 
distance between t,lie cities. This function is: 

n n n 

i= l  k = l  j = 1  

The problem consist.., of finding the journey for the 
cities that  minimize the value of (,he cost function FC. 

6.1. Solution of this problem using GA 
In this section, we present what we need l o  considered 
to solve this problem using G A .  Wit,li the previous cost 
function we use only the inversion and translocation 
opera,t)ors a.s genetic operators,this way all the solutions 
generated using valid solutions are valid The va.lidity of 
the initial solutions shoiild be verified in the generation 
process. 

For this problem a scht ion  is a journey that fulfills 
the restrictions of tlie problem. Therefore, the repre- 
sentation of the individuals (solutions) is carried out 
by means of a vect,or of N elemaits. This vector con- 
tains the orderly journey, that  is, position 1 cont,ains 
the first, city visited, tlic position 2 t,he second, and so 
forth. Jn order to use this representa.tion, we suppose 
t8hat the cities numbered from 1 to N .  The  genetic op- 
erators for this problem carry out two functions: the 
genetic evolution and the genera.tion of va.lid solutions. 
The operators used are: 
0 iizversion. In this case, we chosen randomly a posi- 
tion (j) (with a value of (city c l )  and generate randomly 
a new value for the city (c2) tha.t will be visited in this 
position. Before, we search the current position of c2 
in the vector (position i:) and we assign the value c l  a t  
this position. 

Translocation. With this operator, we move t<lie ele- 
ments of the vector. We use a circulate vector to repre- 
sent, the solutions and we move the values of the cit.ies 
which are visit8ed. 

The implement.a.tion of the pa.rallel a.pproxhes to 
solve t.his problem is t h e  sa.me as in t.hr previous sec- 
tion, The main differences a,re t8he following: 
0 The partit.ioii scliernc fix t,his problem takes a position 
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ALG MIN MAX 
AGS 135 217 
AGP 130 180 

AGPR. 123 164 

4. Rcsults for 500 cities 

AVE t (sec) 
174.867 0.120 
152.500 0.903 
147.567 4.382 

The results obta.ined for this problem are very sim- 
ilar to t,hose obta.ined for the previous problem. In 
this case, t,he results of parallel a.pproaches (AGP and 
AGPR),  a.re bet,t,er t l im for the serial approach (AGS). 
For a,ll ca,ses, with the exception of these introduced in 
the Ta.ble 2, the reinforced parallel approach (AGPR) 
finds \xtt,er soliitions t1ia.n the para.lle1 version (AGP). 
On tlic ot,lier hand, with respect to t,he execution time, 
we observe that. AGPR is always slower than AGP. 

ALG MIN MAX 
AGS 603 688 
AGP 556 640 

AGPR 583 655 

However, the execution time of AGP is not always 
slower than AGS (Tables 3 and 4). The improvement, 
time i n  the parallel approach could be attributed to the 
size of the problem, which is due to the increase in the 
granularity of the processes (Tasks). 

7. Conclusions 
The utilization of a library of message passing (PVM) 
for the implementation of the parallel approaches of the 
GA to solve combinatorial problems does not improve 
the time of execution. It is probable that, the reduction 
in the time of execution can be reached in parallel sys- 
terns with shared memory or using a library of message 
passing more efficiently. The  contribution of the paral- 
lel implementations lies in the quality of the solutions, 
due to their more rigorous and exhaustive search in the 
global space. 

The approach of reinforced GA indeed allows record- 
ing of the history of the evolution of the individuals in 
the GA. Also, it exploits this information in the phase 
of reproduction using several mechanisms (generxt‘ ion 
of reference individuals and trace operators), this per- 
mits improvement of the quality of the solution. The  
deficiency that  is observed in the AGPR is in its execu- 
tion time. The cost of communication is very important 
in this parallel approach. 
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