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Abstract

Many approaches have been described for the parallel loop scheduling problem for shared-memory systems, but little work has been done on the data-dependent loop scheduling problem (nested loops with loop carried dependencies). In this paper, we propose a general model for the data-dependent loop scheduling problem on distributed as well as shared memory systems. In order to achieve load balancing and low runtime scheduling and communication overhead, our model is based on a loop task graph and the notion of critical path. In addition, we develop a heuristic algorithm based on our model and on genetic algorithms to test the reliability of the model. We test our approach on different scenarios and benchmarks. The results are very encouraging and suggest a future parallel compiler implementation based on our model.
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1. Introduction

Generally, loops are the richest source of parallelism in parallel applications. One way to exploit this parallelism is to execute loop iterations in parallel on different processors, thereby reducing the running time. Consider the case in which a loop of \( m \) iterations is executed in a multiprocessor system with \( P \) processors. The goal of scheduling is to distribute these \( m \) iterations to \( P \) processors in the most equitable manner and with the least amount of overhead. In the case where there are no data dependencies between tasks in different iterations (i.e., parallel loops) there is no need for synchronization. If there are data dependencies between tasks in different iterations, the communication delay may slow down the execution. Previous approaches have attempted to achieve the minimum completion time for the parallel loop scheduling problem only by distributing the workload as evenly as possible while minimizing the number of synchronization operations required and the communication overhead caused by access to non-local data on shared-memory systems [2,3,5,6,11,18]. Other authors have studied the parallelism across iterations to consider loop carried dependencies, proposing different techniques to improve this parallelism [4,8,12–14,16,17]: cyclo-compaction scheduling, loop pipelining, etc.

In this paper, we study the problem of scheduling a set of \( n \) nested loops, with data dependencies among the loops/iterations (that is, with loop carried dependencies), on distributed or shared memory machines. Our technique falls in the static scheduling and software pipelining category. In the presence of data dependencies between tasks in different iterations, we need a better representation than the traditional task graph model to be able to represent the data dependencies. We represent the data dependencies among tasks in loops using a more specific type of task graph, the loop task graph, whose nodes represent the tasks on different iterations and whose arcs represent the dependence relationship between tasks. We also need a scheduling approach that can exploit parallelism within each iteration and among different loop iterations. We solve this problem using the loop unrolling technique and the critical path concept [1,5]. The basic idea is to unroll the loop to allow several iterations and tasks in the same
iteration to overlap in execution in a way that minimizes the loop execution time. Then, we introduce a model based on the notion of critical path to schedule this loop task graph. The critical path is the minimum execution time of the program modeled by the loop task graph. The execution time will always be at least as large as the critical path when the number of processors is finite rather than unlimited. Our general approach for the data dependent loop scheduling problem, on distributed as well as shared memory systems, achieves load balancing, low runtime scheduling and communication overhead, based on the loop task graph, the unrolling technique and the notion of critical path. Finally, because data dependent loop scheduling is NP-hard, we propose a heuristic algorithm based on our model and on genetic algorithms to test the reliability of our approach. We define a set of specific genetic operators in order to implement an efficient search on the solution space for this problem.

The organization of this paper is as follows: Section 2 presents the data-dependent loop scheduling problem. Section 3 presents the main ideas of our model. Section 4 presents our heuristic algorithm based on genetic algorithms. Section 5 reports our experiments. Then, we present our conclusions and further work.

2. The data-dependent loop scheduling problem

The term “scheduling” has sometimes been used loosely in the literature, with different interpretations in different application domains. Loop scheduling can be viewed as part of the general problem of scheduling tasks on multiprocessor systems so as to minimize the completion time of parallel applications [5,9]. In this context, loop scheduling is analogous to process scheduling, which also has been studied extensively. Process scheduling is concerned with many of the same issues involved in loop scheduling, including concerns about load imbalance, synchronization overhead, and communication overhead. But, completion time is not always the only target when making a schedule. For example, power can also be a factor to consider; so can be memory access constraints. We do not consider these aspects in this work.

In general, an efficient loop scheduling algorithm should optimize its performance by trading off adaptively scheduling overhead (synchronization overhead, loop allocation overhead, scheduler execution time overhead, etc.), load imbalance overhead, and data communication overhead. Many approaches have been proposed for the parallel loop scheduling problem for shared-memory systems [2,3,5,6,11,18]. All of these parallel loop scheduling algorithms attempt to achieve the minimum completion time by distributing the workload as evenly as possible, by minimizing the number of synchronization operations required, or by minimizing communication overhead caused by access to non-local data. Each of the algorithms assumes that we work on a shared-memory system. Many other works have studied the parallelism across iterations to consider the loop carried dependencies [4,8,12–14,16,17]. Refs. [12,14] present a technique, which is applied to a communication sensitive data flow graph that represents a nested loop. This technique takes into account the data transmission time, the loop carried dependencies, and the target architecture to schedule the set of nodes of the graph. It implicitly uses the loop pipelining technique and a task remapping procedure to allocate nodes. In [4] a method is proposed combining the loop pipelining technique with data prefetching, called partition scheduling with prefetching. In this algorithm, the iteration space is first divided into regular partitions. Then a two-part scheduler is used to do load balancing and to produce high throughput. Another interesting approach was proposed by Passos and Shah [8], namely a retiming technique applied to get optimal execution rates in parallel and/or pipeline systems. It is a common transformation tool in one dimensional problems, when loops are modeled as multidimensional data flow graphs (MDFGs). They prove that they can obtain full-parallelism for MDFGs with more than one dimension. They extend their work to schedule data flow graphs with conditional branches. In general, these techniques do not consider the communication costs or the memory latencies, or cannot exploit pipelining across loop boundaries.

There are two basic loop scheduling methods used to assign iterations of a loop to processors [2,5]:

- **Static scheduling:** Static policies depend on the average behavior of the system and not on its current state; they are usually applied to uniformly distributed loops. They assign iterations to processors statically, minimizing run-time synchronization overhead but do not always balance the load. The simplest static scheduling algorithm assigns a given number of loop iterations among the available processors as evenly as possible, in the hope that each processor receives about the same amount of work. If all tasks do not take the same amount of time, load imbalances may arise, which will cause some processors to be idle while other processors continue to execute loop iterations. Thus, workload imbalance is its major disadvantage.

- **Dynamic scheduling:** Whenever a processor becomes available, one or more iterations will be assigned to that processor. In these algorithms, the processors may exchange load information (only in distributed queues) and iterations periodically. These methods can achieve better load balancing in the presence of unpredictable transient loads and
non-uniformly distributed loops. Clearly, some scheduling overhead will be involved at run time.

2.1. Optimization criteria

The classic optimization criteria are [2,5,18]:

- Minimize loop imbalance: In this case, the idea is to distribute the workload as evenly as possible. We can minimize it by favoring fine grained allocation of loop iterations in order to minimize the effects of uneven assignment.
- Minimize communication cost: The communication cost is a main factor. In the case of shared memory some memory may be not equidistant from all processors (such as cache memory). In the case of distributed memory the existence of local memory implies that some processors are closer to the data required by an iteration than others. We can minimize this cost by exploiting the processor affinity that favors the allocation of loop iterations close to their data.
- Minimize synchronization problems: In this case, we must minimize the waiting time of the processors due to dependent iterations assigned to different processors.
- Minimize scheduling overhead: This is the time to allocate the remaining iterations. Normally, we include the synchronization overhead in this cost.

2.2. Loop task graph

In general, data dependence is a consequence of the flow of data in a program. A task that uses a variable in an expression is data dependent upon the task that computes the value of the variable. Data dependence in loops can be classified as [2,5]:

- Loop carried dependence: when data are passed between different iterations.
- Loop independent dependence: when data are passed from one task to another within the same iteration.

Clearly, loop-independent dependencies can be easily represented using task graphs, but loop carried data dependencies are more difficult to represent in task graphs since they express dependencies among tasks in different loop iterations. We first give the following definition [5]:

- Iteration vector: When some tasks are contained in \( n \) nested loops, we refer to separate instances of their execution using an iteration vector. A vector \( I = \{i_1, i_2, \ldots, i_n\} \) is called an iteration vector if the loop body is executed in the period when the \( j \)th level loop is in the \( i_j \)th iteration, \( 1 \leq j \leq n \). Elements of iterations vectors are numbered from outermost to innermost, as are the loops.

- Distance vector (\( D_{wv} \)): Using iteration vectors, we can define a distance vector for each dependence between tasks. Suppose that \( v \) and \( w \) are two tasks enclosed in \( n \) nested loops. If \( w \) during the iteration identified by iteration vector \( I_w \) is dependent on \( v \) during the iteration identified by iteration vector \( I_v \), the distance vector for this dependence is \( D_{wv} = I_w - I_v \). Task \( w \) is loop carried data dependent on task \( v \) iff \( I_w \neq I_v \). Otherwise, the dependence is called loop-independent (\( D_{wv} = 0 \)).
- Dependence pair: We define a dependence pair between two tasks \( w \) during the iteration \( I_w \) and \( v \) during the iteration \( I_v \), as \( \langle D_{wv}, W_{wv} \rangle \), where \( D_{wv} = I_w - I_v \) is the distance vector and \( W_{wv} \) is the size of the message that \( w \) receives from \( v \). Task \( w \) can have more than one data dependence pair from task \( v \).
- Dependence set (\( DDS_{wv} \)): The set of all dependence pairs between two tasks.
- Upper bound vector: For \( n \) nested loops, it is \( \{b_1, b_2, \ldots, b_n\} \), where \( b_i \) is the upper bound of the loop at the \( i \)th level.
- Unrolling vector: If it is equal to \( \{u_1, \ldots, u_n\} \), this means that the \( i \)th loop is unrolled \( u_i \) times.

We assume that loops are normalized to iterate from 1 to some upper bound in steps of 1. We also assume perfect (tightly) nested loops, which means all the tasks are enclosed in the innermost loop. Methods of transforming non-normalized loop into normalized loop are presented in [5]. Some of the methods of transforming imperfectly nested loop into perfect ones are [5]: loop distribution and non-basic-to basic loop transformation. The last assumption implies that all distance vectors have only non-negative values which guarantees an acyclic loop-carried data dependence graph.

2.2.1. Definition of a loop task graph

Loop carried and loop-independent data dependencies among a set of tasks that is enclosed in a nested loop can be represented using a loop task graph [5]. The graph is a weighted directed graph \( G = (V, A) \) where \( V \) is a set of nodes and \( A \) is a set of arcs. A node in the loop task graph represents a task, and an arc between two nodes \( u \) and \( v \) represents the dependence between \( u \) and \( v \). There are weights on the nodes and the arcs. The weight on a node represents the amount of computation of the task represented by this node. The weight on an arc \( (u, v) \) is the dependence set between tasks \( u \) and \( v \). The loop task graph may contain cycles. To illustrate these concepts, consider the following toy example which will be used throughout this section since its small size allows us to work out the details explicitly:

For \( i = 1 \) to 2

For \( j = 1 \) to 2
\[ T1(i,j) \]
\[ T2(i,j) \]

where

\[ \text{Task } T1(i,j): \]
\[ X[i,j] = F1(V[i-1,j], X[i-1,j-1]) \]
\[ Z[i,j] = \text{constant1} \]
\[ V[i,j] = \text{constant2} \]

\[ \text{Task } T2(i,j): \]
\[ Y[i,j] = F2(Z[i,j], Y[i-1,j]) \]

Clearly, the data dependence in the above code segment can be represented using a loop task graph with only two nodes (T1, T2). The weights on the nodes can be computed as follows: assume the amount of computation of the functions \( F1 \) and \( F2 \) are 4 and 8, respectively, and that an assignment statement takes 1 unit of computation. In this way, the amount of computation task \( T1 \) is 7, and task \( T2 \) is 9 (the weight of tasks \( T1 \) and \( T2 \)). In order to obtain the weights on the arcs of the loop task graph, we assume that the arrays \( X, Y, Z, \) and \( V \) take 10, 12, 20 and 5 units of storage, respectively. Task \( T1 \) uses during iteration \( <i,j> \) \( V[i-1,j] \) which is computed by task \( T1 \) during iteration \( <i-1,j> \), and \( X[i-1,j-1] \) which is computed by task \( T1 \) during iteration \( <i-1,j-1> \). The distance vectors of these two dependences from task \( T1 \) to itself are \( <1,0> \) and \( <1,1> \), and \( <1,0> \) and \( <1,1> \), respectively. According to the size of an element in \( V \) and \( X \), the dependence set from \( T1 \) to itself is equal to \( \{(1,0), (1,1), (1,10)\} \). In the same way, we can calculate the arcs for task \( T2 \), in one case, because during iteration \( <i,j> \) \( T2 \) uses \( Z[i,j] \) (the dependence set from \( T1 \) to \( T2 \) is equal to \( \{(0,0), 20\} \)), and in the other case because it uses \( Y[i-1,j] \) (the dependence set from \( T2 \) to itself is equal to \( \{(1,0), 12\} \)).

\[ \text{2.2.2. Loop unrolling} \]

This is a process of replacing the iterations of a loop with non-iterated straight-line code [5]. The basic idea is to unroll the loop in order to uncover loop-carried dependencies that allow several iterations to overlap in execution. For example, the loop:

For \( i = 1 \) to 4
\[ X[i+2] = X[i+1] + X[i] \]
is unrolled once to

For \( i = 1 \) to 4 step 2
\[ X[i+2] = X[i+1] + X[i] \]
\[ X[i+3] = X[i+2] + X[i+1] \]

Unrolling reveals independent iterations that we can group together in a manner that allows some parallelism. The resulting groups can be scheduled to take advantage of the available parallelism. When a single loop with upper bound \( b \) is unrolled \( u \) times, \( u+1 \) copies of the body are replicated, the loop control variable is adjusted for each copy, and the step value of the loop is multiplied by \( u+1 \). Similarly, when a set of \( n \) nested loops with upper bound vector \( \{b_1, ..., b_n\} \) is unrolled using unrolling vector \( u = \{u_1, ..., u_n\} \), \( \prod_{i=1}^n (u_i + 1) \) copies of the body are replicated, the loop variables are adjusted for each copy, and the step value of the \( i \)th loop is multiplied by \( u_i + 1 \).

\[ \text{2.2.3. Replicated task graphs} \]

Given a loop task graph \( G = (V, A) \), we define a replicated task graph \( G_u = (V_u, A_u) \) as follows [4]: the graph \( G_u \) is an acyclic task graph that represents the body of the loop after being unrolled using unrolling vector \( u = \{u_1, ..., u_n\} \). The set of nodes \( V_u \) is the set of replicated tasks according to the unrolling process \( (|V_u| = |V| \times \prod_{i=1}^n (u_i + 1)) \). The set of arcs is the set that represents the original loop-independent dependencies (these are the arcs whose weights (dependence sets) have distance vectors with zero elements in \( G \), for example, the arc between node \( T1 \) and node \( T2 \) in Fig. 1) and loop-carried dependencies that have become loop independent as a result of the unrolling. The weight of a replicated node remains the same as its original node. The weight on an arc in \( G_u \) is the size of the message portion of the dependence pair of the dependence set on the original arc. Fig. 2 shows the replicated task graph \( G_u \) for our example of Fig. 1, where \( u = \{1, 0\} \), i.e., the outer loop is unrolled once.

Now, if we suppose that \( u = \{1, 1\} \) (the completely unrolled loop), the new graph is (see Fig. 3)

\[ \text{Fig. 1. A loop task graph.} \]

\[ \text{Fig. 2. Replicated task graph of the loop task graph of Fig. 1 with } u = \{1, 0\} \text{ and } j = 0.1. \]
2.2.4. Critical path of a task graph

A critical path of a graph is the longest path in the task graph [1]. The critical path is the minimum execution time of a program modeled by a task graph. The execution time will always be at least as large as the critical path when the number of processors is finite rather than unlimited.

3. Our scheduling loop task graph approach

Because revealing loop-carried dependencies may allow several iterations of a set of loops to overlap in execution, loop unrolling can help to exploit the parallelism that may exist among different iterations. Because unrolling entails unpleasant space/time complexities, this is a decision that should be made at compile time. One simple but usually impractical way to schedule a loop task graph is as follows:

1. Calculate the complete loop unrolling \( u = \{b_1 - 1, \ldots, b_n - 1\} \) for the loop task graph \( G \) in order to determine the set of \( M \) tasks on the loop \( \{T_S = \{T_1^{b_1-0}, \ldots, T_N^{b_n-0}, \ldots, T_1^{b_1-1 \ldots b_n-1}, \ldots, T_N^{b_1-1 \ldots b_n-1}\}\) where \( N = |V| \) and \( M \) is the set of tasks to be allocated \( (M = |V| \cap \bigoplus_{n=0}^{b_n} b_n) \).
2. Each task on the loop is assigned to a ready queue: a ready queue is initialized for ready tasks by inserting every task that has no immediate predecessor.
3. As long as the ready queue is not empty do the following (\( M \) times):
   (3.1) Obtain a task from the front of the queue.
   (3.2) Select an idle processor to run the task.
   (3.3) When all the immediate predecessors of a particular task are executed, their successor is ready to be inserted into the ready queue.

The time complexity of this algorithm is \( O(M) \) and the maximum size of the ready queue is \( M \) (for the case of a parallel loop). This scheduler does not give a good scheduling because it does not consider the communication cost between different tasks. Clearly, the loop execution time will depend on the scheduling, since all tasks which have been assigned to the same processor will execute sequentially, and some tasks on different processors will also have to execute sequentially due to the precedence relations. The exact computation of this execution time is not trivial. However an optimistic estimate can be obtained. We redefine step (3.1) of our scheduler according to the following ideas based on the critical path notion: In general, to obtain a good scheduling we need to minimize the execution time of each task of the loop. The sequential execution time of a nest of \( n \) loops is

\[
T_S = \sum_{p=0}^{b_1-1} \cdots \sum_{p=0}^{b_n-1} \sum_{j=1}^{N} T_j^{f_j \ldots f_n} \quad \text{assuming that all} \ M \text{ tasks reside on the same processor and exchange information through common memory (which is assumed to incur no additional communication cost).}
\]

The parallel execution time \( T_p \) of the loop on \( K \) processors, according to a given assignment \( \Pi(g) \) of the tasks of the loop, where \( g \) is one of the possible assignments of the tasks \( (g = 1, \ldots, K^M \text{, where} K \text{ is the number of processors}) \), is the earliest time at which a given task \( T_j^{f_j \ldots f_n} \in TS \) will terminate.

\[
T_p(\Pi(g)) = \max_{T_j^{f_j \ldots f_n} \in TS} \left\{ T_j^{f_j \ldots f_n}(\Pi(g)) \right\} \quad \forall j = 1, \ldots, N,
\]

\( \forall I^1 = 1, \ldots, b_1, \ldots, \forall I^n = 1, \ldots, b_n. \)

This is the best possible execution time of the loop with the assignment \( \Pi(g) \). The specific assignment \( \Pi(g) \) of the tasks of the loop \( (\Pi(g) = \{\Pi_{0}^{b_1}(g), \ldots, \Pi_{N}^{b_1 \ldots b_n-1}(g)\}) \) is defined as

\[
\Pi_j^{f_j \ldots f_n}(g) = I \quad \text{if task} \ T_j^{f_j \ldots f_n} \text{ is allocated to processor} \ I.
\]

The instant at which \( T_j^{f_j \ldots f_n} \) will terminate, according to the current assignment \( \Pi(g) \), can be defined as follows:

\[
T_j^{f_j \ldots f_n}(\Pi(g)) = T_j^{f_j \ldots f_n} + \max\left\{ X_j^{f_j \ldots f_n}(\Pi(g)) \right\}
\]

\[
+ \max_{T_i \in R}\left\{ T_i^{f_i \ldots f_n}(\Pi(g)) \right\}
\]

\[
- \max\left\{ X_j^{f_j \ldots f_n}(\Pi(g)) \right\} \quad \text{if} \ (\text{COND}=\text{true}).
\]

The first expression of the previous equation is the execution time of the task \( T_j \). The second one is the completion time of the last task that has been executed on processor where \( T_j \) will start its execution (it is the maximum completion time between the tasks already executed on this processor). The last expression represents the relationship among \( T_j \) and its predecessors, \( T_j \) can not start before its predecessors. \( \text{COND} \) determines the overhead due to the communication time of the predecessor task of \( T_j \) that has finished last when this time plus its completion time is bigger than the
completion time of the last task executed on the same processor where $T_j$ will start its execution. Specifically, $X_{i_1}^{n_1}..._{i_n}^{n_n}(\prod(g))$ is a vector that gives the completion time of the tasks already executed on the processor where $T_j$ has been allocated.

$$R_i^{n_i} (\prod(g)) = \begin{cases} T_i^{n_i} (\prod(g)) & \text{if } \prod_j^{n_j} (g) = \prod_i^{n_i} (g), \\ 0 & \text{otherwise}, \end{cases}$$

$R$ defines the data dependence between the tasks $T_i^{n_i}..._{i_n}^{n_n}$ and $T_j^{n_j}..._{j_n}^{n_n}$:

$$R = \{ B_i^{n_i}..._{i_n}^{n_n} \in \text{DDS}_g \} \text{ and } B_i^{n_i}..._{i_n}^{n_n} = \langle I_1^{n_1}...I_n^{n_n} \rangle$$

$B_i^{n_i}..._{i_n}^{n_n}$ is the distance vector between $T_i^{n_i}..._{i_n}^{n_n}$ and $T_j^{n_j}..._{j_n}^{n_n}$. We search for this vector in the dependence set of these tasks (DDS$_g$). If we find this vector, that means $T_i^{n_i}..._{i_n}^{n_n}$ must be executed before $T_j^{n_j}..._{j_n}^{n_n}$. In this case, we need to consider the communication time between them if they are allocated on different processors. $l_i^{n_i}..._{i_n}^{n_n}$ is the communication time when two tasks are allocated on different processors, assuming that tasks residing on the same processor incur no communication cost,

$$l_i^{n_i}..._{i_n}^{n_n} (\prod(g)) = \sum_{B_i^{n_i}..._{i_n}^{n_n} \in \text{DDS}_g} W_{ij} \text{ if } \prod_j^{n_j} (g) \neq \prod_i^{n_i} (g),$$

$$0 \text{ if } \prod_j^{n_j} (g) = \prod_i^{n_i} (g).$$

In this case, we need to sum the size of the messages ($W_{ij}$) of the different dependence pairs with the distance vector $B_i^{n_i}..._{i_n}^{n_n}$ that belong to the dependence set of these tasks (DDS$_g$). Finally, we need to calculate the overhead due to the communication time between these tasks when the next condition is true

$$\text{COND} = \max_{T_i^{n_i}..._{i_n}^{n_n} \in R} \{ T_i^{n_i}..._{i_n}^{n_n} (\prod(g)) \} + l_i^{n_i}..._{i_n}^{n_n} (\prod(g)) \geq \max \{ X_i^{n_i}..._{i_n}^{n_n} (\prod(g)) \}.$$

Ideally, we want to choose an assignment $\prod(g)$ which minimizes $T_p$. For our problem, we define the objective function as follows:

$$\text{Cost Function} = \min_g \left\{ T_p \left( \prod(g) \right) \right\} = \min_g \left\{ \max_{T_j^{n_j}..._{j_n}^{n_n} \in ST} \{ T_j^{n_j}..._{j_n}^{n_n} (\prod(g)) \} \right\}$$

$$\forall g = 1, ..., L.$$ (2)

We have redefined the data dependent loop scheduling problem as a min–max problem where $L$ is the number of the possible different assignments of the tasks ($L = K^M$). The complexity of this expression is $O(M^4)$. The next table summarizes the set of formulae:

| $TS$ | $\{ T_{1_1}^{0_1}...T_{N_1}^{0_1}, T_{1_2}^{0_1}...T_{N_2}^{0_1}, ..., T_{1_h}^{0_1}...T_{N_h}^{0_1} \}$ |
| $T_j$ | $\sum_{j=1}^{N} T_j^{n_j}..._{j_n}^{n_n}$ |
| $\prod(g)$ | $\{ \prod_{i=1}^{0} (g), \prod_{i=1}^{0} (g), ..., \prod_{i=1}^{0} (g) \}$ |
| $\prod_j^{n_j} (g)$ | $\text{max} \{ T_j^{n_j}..._{j_n}^{n_n} (\prod(g)) \}$ |
| $T_p \left( \prod(g) \right)$ | $T_j^{n_j}..._{j_n}^{n_n} (\prod(g)) + \max \{ X_j^{n_j}..._{j_n}^{n_n} (\prod(g)) \}$ |
| $X_j^{n_j}..._{j_n}^{n_n} (\prod(g))$ | $0$ if (COND=true) |

The set of $M$ tasks on the loop after calculating the complete loop unrolling
The sequential execution time of a nest of $n$ loop
A given assignment of the tasks of the loop, where $g$ is one of the possible assignments of the tasks
Variable for assigning $T_j^{n_j}..._{j_n}^{n_n}$
The parallel execution time of the loop on $K$ processors
The instant at which $T_j^{n_j}..._{j_n}^{n_n}$ will terminate

Completion time of the tasks already executed on the processor where $T_j^{n_j}..._{j_n}^{n_n}$ has been allocated.
Distance vector between $T_j^{n_j}..._{j_n}^{n_n}$ and $T_i^{n_i}..._{i_n}^{n_n}$
Data dependence between the tasks $T_j^{n_j}..._{j_n}^{n_n}$ and $T_i^{n_i}..._{i_n}^{n_n}$. 

$B_i^{n_i}..._{i_n}^{n_n} = \langle I_1^{n_1}...I_n^{n_n} \rangle$

$R = \{ B_i^{n_i}..._{i_n}^{n_n} \in \text{DDS}_g \}$
\[ W_{ij} \]

\[ x_{ij}^{P_1 \ldots P_n} = (\prod(g)) = \begin{cases} \sum_{B_1 \ldots B_n \in DDS_{ij}} W_{ij} & \text{if } \prod_{i=1}^{P_n} (g) \neq \prod_{i=1}^{P_n} (g) \\ 0 & \text{if } \prod_{i=1}^{P_n} (g) = \prod_{i=1}^{P_n} (g) \end{cases} \]

\[ \text{COND} = \max \{ \sum_{i=1}^{n} T_i^{P_1 \ldots P_n} (\prod(g)) + x_{ij}^{P_1 \ldots P_n} (\prod(g)) \} \]

3.1. **Our heuristic scheduling algorithm**

We define a heuristic approach based on genetic algorithms (GA) to solve the data-dependent loop scheduling problem. In our heuristic, we study the different assignments of the loop tasks, such as to optimize the cost function (2). The input of our heuristic is the loop task graph, and the output is the scheduling of the loop. The main phases of our algorithm are:

1. Calculate the complete loop unrolling graph \( G_u \) for the loop task graph \( G \) in order to determine the set of \( M \) tasks on the loop.
2. Call our scheduling algorithm based on GAs.

A GA is an optimization algorithm based on the principles of evolution in biology. A GA follows an “intelligent evolution” process for individuals based on the utilization of evolution operators such as mutation, inversion, selection and crossover [1]. The idea is to find the best local optimum, starting from a set of initial solutions, by applying the evolution operators to successsive solutions so as to generate a new and better local minimum. The procedure continues until it converges to a minimum (which may be local or global).

Previous work that uses GAs in loop optimization problems has been studied in [7]. Nisbet proposed a genetic algorithm parallelisation system (GAPS) compiler framework. The GA is used to determine the restructuring transformation applied to each statement and its associated iteration space. The hypothesis is that GAs can be used to determine the sequence of restructuring transformations which are better, or as good as those produced by more conventional compiler search techniques.

The GA applied in our problem follows the next procedure: we define a search space of \( M \cdot n \) vectors, each representing an individual, and every individual representing a possible solution. An individual represents the assignment of the different nodes of the replicated task graph \( G_u \) that represents the complete loop unrolling of the original loop task graph \( G \). We number the set of tasks of the replicated task graph \( G_u \) from 1 to \( M \) (the number of tasks in the \( n \) nested loops). In this way, each individual is composed of \( M \) elements. The \( i \)th element has two values: a value between 1 and \( K \), indicating the processor where task \( i \) will be allocated, and another value indicating its execution order on this specific processor (see Fig. 4).

For example, assume the individual of the Fig. 5:

This means that task 1 will be the first task executed on processor 1, then task 3; task 2 will be the first task executed on processor 3, and so forth. That is, if we do not consider data dependence among the tasks the schedule table is:

<table>
<thead>
<tr>
<th>Processors \ time 1 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Furthermore, we use the objective function (2) to calculate the cost of each individual. According to the execution order, we may encounter deadlock (a task is scheduled before its predecessor). The cost for the individuals that represent this situation will be infinite (wrong individuals). We begin with an initial population of individuals randomly selected and we choose the individuals with minimal cost for generating new individuals using our specific genetic operators. Since the population size is constant, we replace the worst individuals of the initial solution by the best individuals generated. The procedure stops if we exceed a given number of generations without finding a better solution or for a given number of iterations. The general genetic algorithm is defined as:

![Fig. 4. Data structure of an individual.](image-url)
Generation of individuals which represent potential solutions
Repeat until system convergence or termination
   Evaluation of every individual
   Selection of the best individual for reproduction
   Reproduction of the individual using evolutive operators
   Replacement of the worst old individuals by the best new individuals

Each iteration of our algorithm is of time complexity $O(M)$. If there are $t$ iterations, the time complexity of the entire algorithm is $O(tM)$.

- **Mutation of the processor allocation (MA):** With this operator we can redefine a new allocation $k$ for a given task $i$, where $1 \leq k \leq K$ and $1 \leq i \leq M$ are chosen randomly. Its order of execution ($o$) will be the same as the current. For the tasks already assigned to processor $k$ which have an execution order bigger than or equal to $o$, we must increase their execution order by 1. In addition, for the tasks assigned in the initial allocation of the task $i$ that have been reallocated, we must decrease their execution order by 1 if these are bigger than or equal to $o$. The complexity of this operation is $O(M)$. Assume the individual of if the second element is chosen to mutate to 2, the new individual is shown in Fig. 6:

- **Permutation of the execution order (PEO):** For a given value of the processor field (for example, tasks assigned to processor $k$), we permute the execution order of the tasks assigned to it. The complexity of this operation is $O(1)$. Assume the individual of Fig. 5 and $k = 2$, when we apply this operator, the next individual is shown in Fig. 7:

- **Permutation of the allocation (PA):** For a given value of the execution order field (for example, task to be executed in the position $o$), we permute the processor where they will be assigned. The complexity of this operation is $O(1)$. Assume the individual of Fig. 5 and $o = 2$, the next individual is shown in Fig. 8:

- **Partial crossover (PC):** This operator takes the part of two individuals that correspond to a given execution order ($o$) or processor ($k$); it compares if they are similar (if each individual has the same number of elements with this execution order or processor assignment). Then, it exchanges these specific parts of information between them. That is, we are going to exchange the columns from each individual with the same given value of $o$ or $k$. The complexity of this operation is $O(M)$. For example, assume the two individuals of Fig. 9: and $o = 1$. PC yields these two new individuals (Fig. 10):

Similarly, for $k = 2$, PC yields the individuals of Fig. 11:

This operator is extended for a set of execution orders (for example, $o = \{2, 3\}$) or set of processors (for example, $k = \{1, 3\}$) and for this partial information we execute the same exchange. In this way, we can exchange partial good solutions between individuals. For example, assume the parent individuals of Fig. 12:

For $k = \{1, 3\}$, the new individuals as shown in Fig. 13:

With our operators we can combine good partial results and guarantee that each individual represents a possible solution to our problem (maybe some repre-
senting a deadlock). Initially, we start with solutions without deadlock to guarantee that the GA works in a space with valid solutions.

4. Results analysis

In this section, we discuss experiments for both applications where we know the optimal scheduling and well known benchmarks. Then, we perform some experiments for parallel loops. The performance of our approach is evaluated by comparing the resulting schedule length. For the set of experiments we test the percentage of individuals of the final population that represent the optimal scheduling, the execution time to obtain it, the schedule length of the best individuals of our model (we compare that with previous results [4,12,18]) or the number of iterations to obtain optimal results. In our experiments, we assume a fully connected homogeneous distributed-memory system composed of 8 processors \( K = 8 \) and each operation (task) takes 1 time unit. We have used in our experiments a Pentium III, 250 MHz, 128M RAM Dell machine.

4.1. Test of the optimal scheduling

For this test, the kernel application programs used for the performance evaluation were carefully selected from different classes of loops (kinds of workload). The set of experiments was defined using the next algorithms:

Program 1: The algorithm proposed in Section 2.2.1, where the loops are iterated \( n \) times (we replace 2 by \( n \))

Program 2

For \( i = 1 \) to \( n \) do
  For \( j = 1 \) to \( n \) do
    \( T : X[i,j] = F1(X[i + 2,j - 3]) \)
Program 3

For \( i = 1 \) to \( n \) do

For \( j = 1 \) to \( n \) do

We assume five sets of parameters for our heuristic (see Table 1), where the value of each element represents the probability to use that operator. The initial results are presented in Table 2, where \( ET \) is the execution time (in seconds) for the GA convergence and \( P \) the percentage of the individuals of the final population that represent an optimal scheduling.

Our results show that in order to obtain the optimal scheduling for this problem, the execution time of the heuristic depends on the values of the parameters of it. The main genetic operator is the PC operator because it allows the exchange of partial good solutions (Set 2). The overhead due to our operators is very important (see Set 4). A good combination of the operators can give a good execution time of the heuristic and a large number of optimal individuals in the last population (Set 5). In general, for Set 4 the percentage of optimal solutions in the final solution is smaller than for Sets 1 and 5 when the number of tasks in the nested loop is important (programs 2 and 3). In this part, the reason to study the percentage of optimal individual in the last population (when the GA converges) is because some of the optimal individuals can be different. That can be interesting for the operating system in order to choose a schedule that improves the overall performance on the system taking into account the current workload. Remember that it is a static scheduling; in this way we minimize the degradation of the performance on the system in the future. We must find a compromise between the execution time of the heuristic scheduler (it is executed during compile time) and the number of optimal solutions at the end of the procedure (that can help to optimize the performance in our system). Another important criterion is the number of iterations.
of the GA to obtain an optimal scheduling. Table 3 shows these results.

With a small number of iterations (11, 15, 16) we can obtain an optimal scheduling. Of course, these results depend on the quality of the initial individuals (in our case, we have guaranteed not to have an optimal solution in the initial population). In general, with Set 4 we need fewer iterations because the genetic operators allow to explore all the solution space, but its execution time is very large (see Table 2) because we use very frequently the different genetic operators. Set 3 carries out a random search at the beginning; this is the reason of its large number of iterations to find an initial optimal individual. If we determine the optimal combination of the operators, we will reduce the number of iterations to find an optimal solution. In addition, if we need a fast optimal solution, we must minimize the number of iterations of the heuristic scheduler.

In Table 4 we see that the convergence time of the GA increases when then number of iterations of the programs increases. We can reduce this execution time supposing a given number of iterations for the GA, but the main criteria of the system convergence (when the GA can not obtain a best solution) guarantee a good solution (maybe the global optimal). If we reduce the number of iterations of the GA we can no longer guarantee that. Remember that the optimal scheduling is calculated only once, that is, for a new execution of the programs 1, 2 or 3, we are going to use the same scheduling.

Table 5 shows the execution time for the GA convergence for different $n$ and $K$. The convergence time depends of them because the size of the solution space is determined by them. The number of processors to use depends of the degree of parallelism of the applications. If with more processors we can improve the execution time of the applications, the cost for the execution time of our approach is low (we introduce this cost only one time because we execute our scheduler only at compile time).

4.2. Tests with benchmarks

In this section, we evaluate the effectiveness of our approach by running a set of simulations on digital signal processing (DSP) benchmarks, in order to
compare the performance of our approach with previous works [4,12]. Table 6 shows our scheduling results. The first column gives the benchmarks' names. The abbreviations WDF, IIR, DPCM and Floyd stand for Wave Digital Filter, Impulse Response filter, Differential Pulse-Code Modulation device and Floyd-Steinberg algorithm, respectively. They are typical algorithms with data dependence loops. For example the WDF kernel is:

\[
\begin{align*}
&\text{for } i = 1 \text{ to } n \\
&\quad \text{for } j = 1 \text{ to } n \\
&\quad \quad D[i,j] = B[i-1,j+3] + C[i-1,j-1] \\
&\quad \quad A[i,j] = D[i,j] + 0.5 \\
&\quad \quad B[i,j] = A[i,j] + 1 \\
&\quad \quad C[i,j] = A[i,j] + 2
\end{align*}
\]

Table 6
Results of the second set of experiments for \( K = 12 \).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>( n )</th>
<th>Set 2</th>
<th>Set 4</th>
<th>List</th>
<th>PSP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Len</td>
<td>Ratio(%)</td>
<td>Len</td>
<td>Ratio(%)</td>
<td>Len</td>
</tr>
<tr>
<td>WDF</td>
<td>4</td>
<td>2</td>
<td>100</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>4</td>
<td>100</td>
<td>4</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>24</td>
<td>91</td>
<td>22</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>45</td>
<td>95</td>
<td>43</td>
<td>100</td>
</tr>
<tr>
<td>IIR</td>
<td>16</td>
<td>6</td>
<td>100</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>16</td>
<td>81</td>
<td>13</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>42</td>
<td>85</td>
<td>38</td>
<td>94</td>
</tr>
<tr>
<td>DPCM</td>
<td>16</td>
<td>6</td>
<td>100</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>19</td>
<td>100</td>
<td>19</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>45</td>
<td>80</td>
<td>39</td>
<td>92</td>
</tr>
<tr>
<td>Floyd</td>
<td>16</td>
<td>6</td>
<td>100</td>
<td>6</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>14</td>
<td>100</td>
<td>14</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>44</td>
<td>81</td>
<td>42</td>
<td>85</td>
</tr>
</tbody>
</table>
72.3%, 90.6%, 93.3% and 97.7%, respectively. But, there are four cases for which list scheduling and PSP do not have results. These values are not considered in the average, which by the way makes our results look worse than they are. If we restricted the average for Set 2 and Set 4 to only those results for which list scheduling and PSP have values, then our averages are much better. The GA is executed a fixed number of iterations (the number of iterations is equal to 20), for this reason we do not obtain the optimal scheduling for certain cases.

Table 7 shows that the solution depends of the number of processors, but for a given number of processors we can not improve the scheduling. That is, increasing the number of processors beyond a certain point will not improve the schedule. Like the previous one, the GA is executed a fixed number of iterations (the number of iterations is equal to 20).

### 4.3. Parallel loop test

In this section, we compare the performance of our approach to scheduling parallel loops. A parallel loop is a particular case of a data dependent loop, since there are no precedence relationships between the tasks. Thus, Eq. (1) is simplified because COND will be always false. We have tested the effect on our model, characterizing the parallel loops according to the distribution of loop execution time:

**Type 1: Loops with potential affinity and balanced workload.** We have chosen the successive over-relaxation (SOR) algorithm. In this case, all iterations take about the same time to execute and each iteration always accesses the same data. Here is the kernel:

\[
\begin{align*}
&\text{do } i = 1, n \\
&\text{do parallel } j = 1, n \\
&\quad \text{do } k = 1, n \\
&\quad \quad a[j,k] = \text{update}(a,j,k)
\end{align*}
\]

**Type 2: Loops with unpredictable workload.** In this case, we have used the Jacobi Iteration algorithm. The iterations have a different workload. Here is the kernel:

\[
\begin{align*}
&\text{for } i = 1, n \\
&\text{for parallel } j = 1, n \\
&\quad \text{for } k = 1, n \\
&\quad \quad \text{if } a[j,k] \neq 0 \text{ and } j \neq k \text{ then}
\end{align*}
\]

### 5. Conclusions

We have proposed a data dependent loop scheduling model. Our model is suitable for a wide range of applications and for different situations (parallel loops, data dependent loops, distributed and shared memory systems, etc.); thus, our approach is very versatile and provides a generalized model of the loop scheduling problem. In general, the heuristic scheduler based on our model is affected by the loop size (number of tasks, number of nested loops, etc.), its parameters.
(probability to use each genetic operator, number of iterations, etc.) and the parallel/distributed platform (number of processors). We have defined specific genetic operators for our problem. We have compared our model with some of the best parallel loops scheduling algorithms and data dependent loops algorithms and we have obtained similar or better results. The results are very encouraging and suggest a parallel compiler implementation based on our model. Moreover, the execution time of our GA can be improved by developing a parallel version of it. For example, we can develop a parallel version of our algorithm that improves the search at the level of the solution space. At the same time, we can execute a parallel version of our algorithm for different nested loops of a given application. As we have stated previously, our approach is executed at compile time. Then, the system can reuse the results for a new execution of the same application with different input. A dynamic compile framework could improve the quality of results but at the cost of a large execution time. Finally, we plan to test the performance of our approach using other optimization techniques.
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