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Dissertation committee chairperson:

Prof. Jorge Prieto Salazar Director of the Doctorate in Engineering

President of the Board of the Doctoral Program in Engineering:

Prof. Ricardo Taborda Rios Dean School of Engineering

Dissertation date : 2023



Abstract

In this research, we address the problem of smart insect-pest management for cotton crops. For the

study of this problem, we have positioned it in the framework of the paradigm of Smart agriculture.

In this context, Smart agriculture, also known as precision agriculture or digital agriculture, involves

the use of advanced technologies to improve agricultural productivity, efficiency, and sustainability.

Its focus is to use data-driven and innovative approaches to optimize farming practices and reduce

resource waste while ensuring food security. The development of approaches to aid in decision-making

for smart insect-pest management for agriculture is necessary to avoid the massive spread of insect

pests and the increase in environmental impact. Despite the existence of advances in smart agriculture,

integrated management of insect pests remains a challenge. To address this problem, our objective

was to develop methodologies, models, and approaches to support decision-making related to smart

insect-pest management for cotton crops. To achieve this objective, several sub-objectives were raised,

the first one was to design a metacognitive architecture for the smart management of cotton pests, the

second was to implement knowledge models for the smart management of cotton pests, and the third

was to implement novel AI concepts for the development of knowledge models. Particularly, several

research articles were developed to meet the objectives proposed in this thesis. Initially, a review

article on the latest trends in Smart agriculture using artificial intelligence and sensing techniques for

the management of insect pests and diseases in cotton was carried out. On the other hand, for the

first sub-objective, an article was conducted where a metacognitive architecture with metacognitive

tasks (meta-memory, meta-learning, meta-reasoning, meta-comprehension, and meta-knowledge) was

proposed for smart-pest management of cotton. To meet the second sub-objective, two articles were

proposed. The first article is a classification model of the cotton boll-weevil population and the second

article presented a fuzzy classification system to analyze the yield of cotton production. Regarding the

third sub-objective, two articles were proposed. The first article is about a system with autonomous

cycles of data analysis tasks for the integrated management of cotton. And the second article shows

how to enhance the insect pest classification in cotton using Transfer Learning techniques. In each

article, the strategies/models were evaluated using various datasets. The results showed the capacity

of the developed methodologies and models for decision-making in smart insect-pest management
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for cotton crops. Specifically, our proposals allow the prediction of the boll-weevil behaviors, the

diagnosis/prediction of cotton yield, and the prescription of strategies for cotton management into a

framework of a meta-cognitive architecture, with good results in performance metrics.

Keywords: Artificial intelligence, Machine learning, Predictive modeling, Prescriptive model-

ing, Smart agriculture, Precision agriculture, Cotton
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Resumen

En esta investigación, abordamos el problema del manejo inteligente de plagas de insectos para cultivos

de algodón. Para el estudio de esta problemática nos hemos posicionado en el marco del paradigma

de la Agricultura Inteligente. En este contexto, la agricultura inteligente, también conocida como

agricultura de precisión o agricultura digital, implica el uso de tecnoloǵıas avanzadas para mejorar la

productividad, la eficiencia y la sostenibilidad agŕıcolas. Su objetivo es utilizar enfoques innovadores

y basados en datos, para optimizar las prácticas agŕıcolas y reducir el desperdicio de recursos al

tiempo que se garantiza la seguridad alimentaria. El desarrollo de enfoques que ayuden en la toma

de decisiones para la gestión inteligente de plagas de insectos para la agricultura es necesario para

evitar la propagación masiva de plagas de insectos y el aumento del impacto ambiental. A pesar de la

existencia de avances en agricultura inteligente, el manejo integrado de plagas de insectos sigue siendo

un desaf́ıo. Para abordar este problema, nuestro objetivo fue desarrollar metodoloǵıas, modelos y en-

foques para apoyar la toma de decisiones relacionadas con el manejo inteligente de plagas de insectos

para cultivos de algodón. Para lograr este objetivo se plantearon varios subobjetivos, el primero fue

diceñar una arquitectura metacognitiva para el manejo inteligente de plagas del algodón, el segundo

fue implementar modelos de conocimiento para el manejo inteligente de plagas del algodón, y el ter-

cero fue implementar novedosos conceptos de Inteligencia Artificial para el desarrollo de modelos de

conocimiento. Particularmente, se desarrollaron varios art́ıculos de investigación para cumplir con los

objetivos propuestos en esta tesis. Inicialmente se realizó un art́ıculo de revisión sobre las últimas

tendencias en Agricultura Inteligente utilizando inteligencia artificial y técnicas de sensado para el

manejo de plagas de insectos y enfermedades en algodón. Por otro lado, para el primer subobjetivo

o se realizó un art́ıculo donde se propońıa una arquitectura metacognitiva con tareas metacognitivas

(meta-memoria, meta-aprendizaje, meta-razonamiento, meta-comprensión y meta-conocimiento) para

la gestión inteligente de plagas. Para cumplir con el segundo subobjetivo se propusieron dos art́ıculos.

El primer art́ıculo es un modelo de clasificación de la población del picudo algodonero y el segundo

art́ıculo presentó un sistema de clasificación difusa para analizar el rendimiento de la producción de al-

godón. En cuanto al tercer subobjetivo, se propusieron dos art́ıculos. El primer art́ıculo trata sobre un

sistema con ciclos autónomos de análisis de datos para la gestión integrada del algodón. Y el segundo

art́ıculo muestra cómo mejorar la clasificación de plagas de insectos en algodón utilizando técnicas

de Aprendizaje por Transferencia. En cada art́ıculo, las estrategias/modelos se evaluaron utilizando

varios conjuntos de datos. Los resultados mostraron la capacidad de las metodoloǵıas y modelos

desarrollados para la toma de decisiones en el manejo inteligente de plagas de insectos en cultivos

de algodón. Espećıficamente, nuestras propuestas permiten la predicción n de los comportamientos

del picudo del algodonero, el diagnóstico/predicción del rendimiento del algodón y la prescripción de

estrategias para el manejo del algodón en el marco de una arquitectura metacognitiva, con buenos
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resultados en las métricas de rendimiento.

Palabras Clave: Inteligencia artificial, Aprendizaje automático, Modelización predictiva,

Modelización prescriptiva, Agricultura inteligente, Agricultura de precisión, Algodón
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Chapter 1

Introduction and research context

1.1 Problem statement and motivation

Cotton (Gossypium hirsutum L.) is an economically important crop. Cotton is the main source of

natural textile fiber and one of the most important oil crops [1]. Cotton contains 49 species distributed

throughout most tropical and subtropical regions of the world. The world’s cotton industry represents

a multibillion-dollar enterprise, from the production of raw fiber to finished textile products [2]. About

25 million tons of cotton are annually produced in more than 100 countries [3]. Cotton is cultivated

on about 33 million hectares around the world [3, 4].

Insect pests and diseases in cotton crops generate large economic losses. If they are not controlled

in time, that is, at an early stage, they can cause an infestation, and decrease the production yield and

quality of the harvested product [5]. As an example, in Brazil, annual losses in agricultural production

due to insect pests, can reach an average of 7.7%, equivalent to approximately US$ 17.7 billion [6].

Entomological and pathogenic problems are one of the causes of low yields and economic losses in

cotton crops [7, 8].

On the other hand, Cognitive Informatics is a multidisciplinary research area that investigates

the internal information-processing mechanisms of the brain and natural intelligence [9]. Cognitive

Computing is an emerging paradigm of Artificial Intelligence (AI) based on Cognitive Informatics,

which implements computational intelligence by autonomous inferences and perceptions, mimicking

the mechanisms of the brain and natural intelligence [9]. For independence, an intelligent system

should have cognitive (planning, understanding, and learning) and metacognitive processes (control

and monitoring of cognitive processes) [10]. Metacognition is cognition about cognition [11] and the

term metacognition in AI refers to the ability of an intelligent system to monitor and control its own

learning and reasoning processes [12, 13]. Thus, metacognitive processes like monitoring, controlling,

and goal setting, are related to the cognitive processes, therefore they are one of the main parts of a

1
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cognitive architecture [14]. Cognitive architecture refers to a theory about the structure of the human

mind and its computational instantiation in the fields of AI and computational cognitive science [15].

Cognitive architectures offer the following advantages to intelligent agents (1) greater autonomy in

decision-making [16, 17]; (2) fault tolerance since the system can identify faults and fix them without

human intervention [18, 19]; (3) better response to unexpected events or to situations for which they

were not designed [17].

In addition, AI has contributed to several areas; in this case, this work focuses on its application

in agriculture, especially, in cotton crops. Smart agriculture (SA) plays an important role in cotton

crops, including the detection and control of insect pests and diseases. SA uses the interrelationship

of sensor-network technology, cloud-computing technology, and context-aware computing technology,

in order to manage the agriculture process [20]. SA includes strategies of integrated pest management

(IPM), which seeks to minimize the environmental impact of pesticide application and reduce risks to

human and animal health [21, 22]. IPM is based on very important aspects, such as the prevention

and monitoring of pests and diseases, which today are being assisted with detection equipment and

AI techniques. However, there are no solutions that integrate different knowledge models of the AI

(predictive, descriptive, and prescriptive models, among others) for smart management of cotton pests

[23].

Since one of the problems in cotton cultivation is the control of the boll weevil [24–26], we have

taken it as a case study to apply our research. Boll weevil (Anthonomus grandis grandis) is an insect

that feeds on the squares and bolls of the cotton plant, and causes huge losses in cotton crops [27].

Recent work has demonstrated the application of IPM using AI for the control of boll weevils in cotton

cultivation [28]. Cognitive architecture has been applied to the domain of agriculture. [29] presented

a cognitive architecture for automatic gardening, which is composed of a decision-making framework

with robotics techniques for sensing and acting to autonomously treat plants. However, nowadays,

to the best of our knowledge, there is no metacognitive architecture with knowledge models applied

to the management of the boll weevil in cotton crops. In the context of the identified problem, the

following research question is formulated:

What would be the contributions that AI can give to a more intelligent management of cotton crops?

In accordance with the research question, this work identified and focused on the following chal-

lenges: i) develop predictive models to know the behavior of insect pests attack in cotton, ii) imple-

ment prescriptive models in smart management of cotton related to insect pests, iii) develop diagnostic

models for cotton yield related to insect pests, iv) define a cotton-crop management system using a

cognitive-computing architecture, v) select the most useful variables related to insect pests attack

in cotton, carrying out a feature engineering process. These challenges were addressed under the

approach of smart insect-pest management for cotton crops.
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In summary, there is a need to develop different knowledge models for the smart management of

cotton pests. Our expectation is to develop knowledge models that can be integrated, in the future,

into our metacognitive architecture with autonomous tasks.

1.2 Research objectives

1.2.1 General objective

Build an intelligent system based on AI for smart insect-pest management in cotton crops.

1.2.2 Specific objectives

• Design a metacognitive architecture for the smart management of cotton pests.

• Implement knowledge models for the smart management of cotton pests.

• Implement novel AI concepts for the development of smart management systems for cotton

pests.

1.3 Contributions and research scope

This research focuses on the development of models, methodologies, and computational approaches to

support decision-making in the management of pests in cotton (our case study is the boll weevil). The

study makes several contributions to the field, which are outlined in this section. Firstly, a systematic

literature review (SLR) was conducted to identify the challenges and opportunities associated with

managing insect pests and diseases in cotton [23]. The review focused on two areas of interest, namely

AI and sensing techniques, which are relevant to the management of insect pests and diseases in

cotton. With this in mind, we identify challenges and opportunities for future work. Based on the

information reported in the SLR, we set out specific objectives related to metacognitive architectures,

diagnostic, predictive and prescriptive modeling, and transfer learning.

In this sense, we design a metacognitive architecture that integrates smart agriculture technologies,

knowledge models, and metacognitive functions. This integration points to a more efficient use of

agricultural, and technological resources, with greater autonomy and assistance to the farmer in

decision-making. We applied AI techniques on datasets related to the boll weevil in cotton crops to

generate predictive models with explanatory capacity, which means, models that allow us to evaluate

the behavior of included variables. Furthermore, we created models that can both diagnose and predict

the yield of cotton. We also developed prescriptive models that utilize optimization techniques to

suggest the most effective strategies for managing cotton. By combining these predictive, diagnostic,
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and prescriptive models, we established an autonomous cycle. In addition, we implemented transfer

learning techniques (TL) to enhance our previous knowledge models. Transfer learning involves using

knowledge from previously learned tasks to improve the performance of new tasks. In general, the

data sources used to develop these knowledge models were obtained from ICA, CONALGODÓN,

and IDEAM. Data sources include capture records of the boll weevil in pheromone traps, weather

data, cotton production data, and the knowledge of cotton growing and marketing experts. The case

study used cotton-growing regions of Córdoba, Colombia. The models/systems were evaluated using

particular scenarios advised by experts in cotton agriculture.

All the contributions made in this research are represented in several research articles. A total

of six (6) scientific articles were generated, of which two (2) are published and the other four (4) are

under review.

1.4 Thesis organization

This thesis is presented as a collection of articles developed to meet each of the proposed objectives.

Chapter 2 describes the results of our SLR. Chapter 3, Chapter 4, and Chapter 5 correspond to the

fulfillment of the first, second, and third objectives, respectively. One article was generated for the first

sub-objective, two articles for the second sub-objective, and two articles for the third sub-objective.

These articles will be presented in each chapter.

A brief description of each chapter is presented below. Chapter 2 describes the results of our SLR

on AI and sensing techniques for the management of insect pests and diseases in cotton. This SLR

allowed us to identify trends, challenges, and research opportunities in this field. Chapter 3 shows

the architecture for Smart agriculture with metacognitive functions that achieve sub-objective one.

Chapter 4 presents two articles to meet the second sub-objective proposed in this thesis. The first

article corresponds to the development of classification models of the cotton boll-weevil population.

The second article corresponds to the development of a diagnostic model for cotton yield management.

Chapter 5 presents two articles, in the first one, we propose the development of an autonomous cycle of

data analysis tasks for integrated cotton management, and in the other one, we propose TL techniques

to improve the accuracy of the predictive/classification models developed in sub-objective two. Finally,

Chapter 6 presents a summary of the conclusions of all the articles presented in the previous sections.

We also show the limitations of our research and possible future work.



Chapter 2

State of the art on smart

insect-pest management for cotton

crops

2.1 Motivation

In this chapter, we present an SLR that aims to provide a comprehensive overview of the recent

advances and applications of AI and sensing techniques for the management of insect pests and diseases

in cotton. At the time of the start of the research project, there was no review in the literature that

encompassed this approach in agriculture. The literature review highlights the potential of AI and

sensing techniques to help the farmer in decision-making related to insect pests and diseases in cotton.

Results point out that AI techniques with remote and field sensing techniques have a wide potential

in the detection and diagnosis of diseases and insect pests in cotton. However, existing challenges to

face, and therefore, we propose challenges such as i) develop predictive models to know the behavior

of insect pests attack in cotton, ii) implement prescriptive models in smart management of cotton

related to insect pests, iii) develop diagnostic models for cotton yield related to insect pests, iv) define

a cotton-crop management system using a cognitive-computing architecture, v) select the most useful

variables related to insect pests attack in cotton using feature engineering. The article about the SLR

is in Appendix A.

5



6 State of the art on smart insect-pest management for cotton crops

2.2 Identification of the article

R. Toscano-Miranda, M. Toro, J. Aguilar, M. Caro, A. Marulanda, and A. Trebilcok, “Artificial-

intelligence and sensing techniques for the management of insect pests and diseases in cotton: a

systematic literature review”, The Journal of Agricultural Science, vol. 160, pp. 16-31, 2022,

doi:10.1017/S002185962200017X.

2.3 Abstract

Integrated pest management (IPM) seeks to minimize the environmental impact of pesticide appli-

cation and reduce risks to human and animal health. IPM is based on two important aspects â€“

prevention and monitoring of diseases and insect pests â€“ which today are being assisted by sensing

and artificial-intelligence (AI) techniques. In this paper, we surveyed the detection and diagnosis, with

AI, of diseases and insect pests, in cotton, which have been published between 2014 and 2021. This re-

search is a systematic literature review. The results show that AI techniques were employed â€“ mainly

â€“ in the context of (i) classification, (ii) image segmentation, and (iii) feature extraction. The most

used algorithms, in classification, were support vector machines, fuzzy inference, back-propagation

neural-networks and recently, convolutional neural networks; in image segmentation, k-means was the

most used; and, in feature extraction, histogram of oriented gradients, partial least-square regression,

discrete wavelet transform, and enhanced particle-swarm optimization were equally used. The most

used sensing techniques were cameras, and field sensors such as temperature and humidity sensors.

The most investigated insect pest was the whitefly, and the disease was root rot. Finally, this paper

presents future works related to the use of AI and sensing techniques, to manage diseases and insect

pests, in cotton; for instance, implement diagnostic, predictive and prescriptive models to know when

and where the diseases and insect pests will attack and make strategies to control them.

2.4 Link to the full article

https://doi.org/10.1017/S002185962200017X

https://doi.org/10.1017/S002185962200017X


Chapter 3

Metacognitive Architecture for

Smart-Pest Management

3.1 Motivation

Cognitive architectures are important because they provide a framework for building smart systems

that can mimic humans to adapt to new situations and learn from experience. These architectures are

designed to handle different types of tasks, such as learning, reasoning, problem-solving, and decision-

making. They can be based on diagnostic, predictive, and prescriptive models that can be used to

improve performance in a wide range of fields, from healthcare to agriculture. We designed a cognitive

architecture for smart-pest management of cotton with metacognitive tasks, and a case study of the

architecture for predictive and prescriptive problems in the context of integrated pest management in

cotton. Thus, in this chapter, we present the paper for the fulfillment of the first objective (see the

article in Appendix B).

3.2 Identification of the article

R. Toscano-Miranda, M. Caro, J. Aguilar, A. Trebilcok, and M. Toro, “A Smart-Pest Management

of Cotton based on a Metacognitive Architecture”, preprint submitted to International Journal of

Computational Science and Engineering.

3.3 Abstract

The use of information technology in agriculture plays an important role in Smart-Pest Management.

Particularly, Artificial intelligence helps to identify, monitor, control and make decisions about pests in

7
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crops. In this paper, we present a new metacognitive architecture, called Metacognitive Architecture

for a Smart-Pest Management of Cotton. Especially, this paper presents several contributions: (1)

a new architecture that implements several metacognitive tasks (meta-memory, meta-learning, meta-

reasoning, meta-comprehension, meta-knowledge); (2) a case study of the architecture for predictive

and prescriptive problems, in the context of integrated pest management in cotton; (3) an integrated

approach of data analytics and metacognition in smart systems.

3.4 Link to the full article

Appendix B



Chapter 4

Knowledge models for the smart

management of cotton pests

4.1 Motivation

Knowledge models (KMs) are important for the smart management of cotton pests for several reasons:

i) Pest identification: KMs can provide accurate and up-to-date information about cotton pests. They

can help farmers and agronomists identify behaviors. This knowledge is crucial for implementing

effective pest management strategies. ii) Early detection: KMs can assist in the early detection of

cotton pests. By analyzing data such as weather conditions, and pest occurrence patterns, they

can identify signs of pest infestations at an early stage. Early detection enables timely intervention,

reducing the risk of widespread damage and improving pest control. iii) Decision support: cotton

pest management involves making complex decisions, such as selecting appropriate control measures,

determining the optimal time for treatments, and evaluating economic expenses. KMs can provide

decision support by analyzing various factors and recommending suitable management strategies based

on current conditions and best practices. This helps farmers optimize their pest control efforts and

minimize costs. In summary, this chapter shows how the KMs for cotton pest management enhance

pest identification, enable early detection, and provide information for decision support, among other

things. Thus, in this chapter, we present two articles to fulfill the second objective. The first article

presents one KM for the classification of the boll-weevil population in cotton crops. The second article

presents a second KM to analyze the yield of cotton production.

9
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4.2 A Classification Model of Cotton Boll-Weevil Population

4.2.1 Motivation

The motivation for a classification model of the cotton boll-weevil population is to help farmers and

agronomists identify the behavior of the pests and assist in the early detection of cotton pests. By

analyzing data such as weather conditions, and pest occurrence patterns, the classification model can

identify signs of pest infestations at an early stage. Also, it can aid in monitoring cotton pests by

analyzing data from various sources such as remote sensing and pest trap records. With this analysis,

the KM can predict potential outbreaks. Thus, in this section, we present the first article to fulfill the

second objective. The complete article can be found in Appendix C.

4.2.2 Identification of the article

R. Toscano-Miranda, W. Hoyos, M. Caro, J. Aguilar, A. Trebilcok, and M. Toro, “A Classifica-

tion Model of Cotton Boll-Weevil Population”, 2022 XVLIII Latin American Computer Conference

(CLEI), pp. 1-5, 2022. doi:10.1109/CLEI56649.2022.9959893

In IEEE Xplore

4.2.3 Abstract

Integrated pest management (IPM) seeks to minimize the environmental impact of pesticide appli-

cation. IPM is based on two important aspects -prevention and monitoring of diseases and insect

pests- which today are being assisted by sensing and artificial-intelligence (AI). Particularly, AI helps

to identify, monitor, control and make decisions about pests in crops. In this paper, we present a

comparison among five machine-learning models to classify the population of the boll weevil in cot-

ton into three classes: low, medium, and high. Weather data (average daily rainfall, humidity, and

temperature) were used to classify the population of the boll weevil in the department of Córdoba,

Colombia. The results showed that XGBoost obtained the highest accuracy (88%). Results showed

that it is possible to classify boll-weevil populations using weather data.

4.2.4 Link to the full article

https://doi:10.1109/CLEI56649.2022.9959893

https://doi:10.1109/CLEI56649.2022.9959893
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4.3 A fuzzy classification system to analyze the yield of cotton

production

4.3.1 Motivation

The motivation for a fuzzy classification system to analyze the yield of cotton production is to provide

decision support by studying various factors. This allows the integration of diverse data sources and

provides a holistic view of pest management. The fuzzy classification system considers factors such as

pheromone control, cultural practices, and pesticide usage to develop sustainable and environmentally

friendly pest management plans. Particularly, this KM uses the classification model resulting from

the previous study (classification of the weevil population), and then, by incorporating new input

variables (crop stage, rainfall, fertilizer, pheromone traps, boll-weevil killing tube), the KM diagnoses

the crop yield. Thus, in this section, we present the second article to fulfill the second objective. The

complete article can be found in Appendix D.

4.3.2 Identification of the article

R. Toscano-Miranda, M. Caro, J. Aguilar, A. Trebilcok, and M. Toro, “A fuzzy classification system

to analyze the yield of cotton production”, preprint submitted to Information Processing and Man-

agement, 2023.

4.3.3 Abstract

Properly managing the cultivation of cotton is essential because it directly impacts the amount of

cotton that is produced, making it a highly significant task. The aim of this work is the proposal of

a fuzzy classification system for diagnosis-prediction tasks of the cotton crop yield. We used a soft

computing method to handle/describe expertsâ€™ knowledge. Seven input variables (attack level

of the red boll weevil, attack level of the black boll weevil, crop stage, rainfall, fertilizer, pheromone

traps, and boll-weevil killing tube) were considered in the system to analyze the cotton production.

System tests were carried out on different agricultural scenarios, to determine their robustness and

adaptability. According to the results, the fuzzy system has the capability to generate outputs that

correspond with the experts’ evaluations, which can be used to help farmers select the best practices

in cotton crop management, in order to obtain the best yield in a specific context. The developed

models enhance our capacity to predict crop yields based on climate data, the soil and pest behaviors,

a valuable indicator for decision-making and overall sustainability.
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4.3.4 Link to the full article

Appendix D



Chapter 5

Novel AI concepts for the

development of smart management

systems for cotton pests

5.1 Motivation

This chapter integrates previous KMs using a new paradigm known as autonomous cycles of data

analysis tasks. It allows an integrated pest management (IPM): IPM is an approach that emphasizes

the effective management of pests while minimizing environmental impact through a combination

of strategies. The autonomous cycles play a vital role in IPM by integrating diverse data sources

and KMs, providing a holistic view of pest management. Furthermore, this chapter explores the

application of TL techniques to enhance KMs. In summary, this chapter shows the integration of

KMs for cotton pest management and the improvement of the KMs using TL. Thus, in this chapter,

we present two articles to fulfill the third sub-objective. The first article presents the integration

of several KMs using autonomous cycles of data analysis tasks for integrated cotton management.

The second article presents TL techniques for improving previous KMs about the classification of the

boll-weevil population.

13
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5.2 Precision farming using autonomous cycles of data anal-

ysis tasks for integrated cotton management

5.2.1 Motivation

The motivation for ”Precision Farming using autonomous data analysis cycles for integrated cot-

ton management” is to implement integrated management with features such as pest identification,

early detection, monitoring, and decision support, managed by an autonomous cycle. This approach

integrates all previously implemented KM as data analysis tasks, such that can assist in the early

detection of cotton pests, can identify signs of pest infestations at an early stage, and can carry out

complex decisions, such as selecting appropriate control measures, determining the optimal time for

treatments, and evaluating economic expenses. In this sense, the autonomous cycle uses diverse data

sources, so that their KMs can autonomously monitor, analyze and make decisions about the cotton

crop to provide holistic view of pest management. The autonomous cycle monitors the crop condi-

tions, analyzes the data, predicts the crop yield, and recommends the best strategy to manage the

crop. This information helps stakeholders to efficiently allocate resources, guide interventions and

prevent extensive pest damage. Thus, in this section, we present the first article to fulfill the third

sub-objective. The complete article can be found in Appendix E.

5.2.2 Identification of the article

R. Toscano-Miranda, M. Caro, J. Aguilar, A. Trebilcok, and M. Toro, “Precision farming using au-

tonomous data analysis cycles for integrated cotton management”, preprint submitted to Information

Processing in Agriculture, 2023.

5.2.3 Abstract

Precision farming (PF) allows the efficient use of resources such as water, and fertilizers, among

others; as well, it helps to analyze the behavior of insect pests, in order to increase production and

decrease the cost of crop management. This paper introduces an innovative approach to integrated

cotton management, involving the implementation of an Autonomous Cycle of Data Analysis Tasks

(ACODAT). The proposed autonomous cycle is composed of a classification task of the population

of pests (boll weevil) (based on XGBoost), a diagnosis-prediction task of cotton yield (based on

a fuzzy system), and a prescription task of strategies for the adequate management of the crop

(based on genetic algorithms). The proposed system can evaluate several variables according to

the conditions of the crop, and recommend the best strategy for getting increase the cotton yield. In
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particular, the classification task has an accuracy of 88%, the diagnosis/prediction task obtained a 98%

of accuracy, and the genetic algorithm recommends the best strategy for the context analyzed. Focused

on integrated cotton management, our system offers flexibility and adaptability, which facilitates the

incorporation of new tasks.

5.2.4 Link to the full article

Appendix E

5.3 Enhancing Insect Pest Classification in Cotton Using Trans-

fer Learning Techniques

5.3.1 Motivation

The motivation for ”Improving Insect Pest Classification in Cotton Using Transfer Learning Tech-

niques” is to improve the quality of the KM for classification. TL techniques allow us to reuse the

learning of the best results in previous KM to improve the quality of the bad KM. Particularly, the

quality of the KM by regions in Córdoba is very different due to the data available of each one.

These data have information on captures of the boll weevil in pheromone traps. Three types of TL

techniques, namely instance-, feature-, and parameter-based, were used. These techniques help when

there are few instances or characteristics in the training data. In this way, we increased the number

of instances and/or characteristics to train the models, when necessary. TL techniques were used

to improve the lowest results in some regions. In this sense, TL is useful for transferring knowledge

learned in one context, then applying it in different but related contexts to improve the results in

these contexts. Thus, in this section, we present the second article to fulfill the third sub-objective.

The complete article can be found in Appendix F.

5.3.2 Identification of the article

R. Toscano-Miranda, W. Hoyos, M. Caro, J. Aguilar, A. Trebilcok, and M. Toro, “Enhancing Insect

Pest Classification in Cotton using Transfer Learning Techniques”, preprint submitted to Information

Processing in Agriculture, 2023.
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5.3.3 Abstract

Boll weevil is an important pest that affects cotton crops worldwide, causing significant economic

losses. The classification of the boll-weevil population is crucial for developing effective pest man-

agement strategies. However, the limited availability of data and features makes classification a

challenging task. This study aimed to investigate the use of Transfer Learning (TL) techniques to

improve the classification of boll weevil populations. Three types of TL techniques, instance-based,

feature-based, and parameter-based, were studied to improve the classification performance of the

machine learning algorithms. This work used data from two domains, one with a limited number of

instances and the other with a limited number of features, to test the proposed approach. Climate

variables were incorporated as features to predict the level of the boll-weevil attack. The proposed ap-

proach achieved significant improvements in classification accuracy for both the limited instances and

limited feature domains. The case with few instances initially, reached an accuracy of 90.79%, while

the case with few features reached an accuracy of 96.28%. The results demonstrate the effectiveness

of TL techniques in improving the classification of boll-weevil populations in cotton crops when there

is a limited amount of data and/or features.

5.3.4 Link to the full article

Appendix F



Chapter 6

Conclusions

This thesis made contributions on smart insect-pest management for cotton crops. In this chapter,

we present a summary of the results of all the work presented above. In addition, we show limitations

and research opportunities for the future.

6.1 Summary

The integration of information technology, specifically artificial intelligence, in agriculture is crucial

for the implementation of Smart-Pest Management systems. This study introduces a novel metacogni-

tive architecture, named Metacognitive Architecture for a Smart-Pest Management of Cotton, which

addresses various metacognitive tasks, including meta-memory, meta-learning, meta-reasoning, meta-

comprehension, and meta-knowledge. The contributions of this study are threefold. Firstly, it presents

a new architecture that incorporates multiple metacognitive tasks, providing a comprehensive frame-

work for Smart-Pest Management. Secondly, a case study is conducted to demonstrate the effectiveness

of the proposed architecture in addressing predictive and prescriptive problems within the context of

integrated pest management in cotton. Lastly, the study emphasizes the importance of integrating

data analytics with metacognitive capabilities in the development of intelligent systems for agricul-

ture. By leveraging the capabilities of artificial intelligence and metacognition, this study significantly

advances the field of Smart-Pest Management by enabling the identification, monitoring, control, and

decision-making processes related to pests in agricultural crops. The integrated approach presented

in this study contributes to sustainable and efficient agricultural systems.

In addition, we developed a KM to classify the population of the boll weevil in cotton. The

classification model utilized information on pheromone traps and sensors. The sensors got weather

data such as average daily rainfall, humidity, and temperature from regions of the department of

Córdoba, Colombia. Also, this study proposed a fuzzy classification system for the diagnosis and

17
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prediction of cotton crop yield, employing a soft computing method to leverage expert knowledge. The

system incorporates seven input variables, including the attack levels of the red and black boll weevils,

crop stage, rainfall, fertilizer usage, pheromone trap data, and boll-weevil killing tube information.

By analyzing these variables, the system provides insights into cotton production. Rigorous testing

was conducted across diverse agricultural scenarios to assess the system’s robustness and adaptability.

The results indicate that the fuzzy system is capable of generating outputs that align with expert

evaluations. This capacity enables farmers to make informed decisions and select the most suitable

practices for cotton crop management in specific contexts, thereby optimizing yield. By employing

a fuzzy classification system and leveraging expert knowledge, this research significantly contributes

to improving cotton crop management. The developed models enhance our ability to predict crop

yields by incorporating climate data, soil conditions, and pest behaviors. This information serves as a

valuable indicator for decision-making and contributes to overall sustainability in cotton cultivation.

On the other hand, this study introduces an autonomous cycle of data analysis tasks for inte-

grated cotton management. The autonomous cycle for integrated cotton management consists of

three main tasks: a classification task for population estimation of boll weevils using XGBoost, a

diagnosis-prediction task for cotton yield utilizing a fuzzy system, and a prescription task employing

genetic algorithms to recommend optimal crop management strategies. The system evaluates vari-

ous variables based on crop conditions and provides recommendations for maximizing cotton yield.

The classification task achieves an accuracy of 88%, demonstrating its effectiveness in estimating the

population of boll weevils. The diagnosis task exhibits a high accuracy of 98%, enabling an accu-

rate analysis of cotton yield. Furthermore, the genetic algorithm effectively recommends the best

strategy for the specific context analyzed. Focused on integrated cotton management, this system

offers flexibility and adaptability, facilitating the inclusion of new tasks as needed. By leveraging

advanced technologies and data analysis, the proposed approach optimizes resource allocation, en-

hances decision-making, and ultimately, increases cotton yield. The autonomous cycle for integrated

cotton management presented in this paper represents a significant advancement in precision farm-

ing and cotton management. Its accuracy in estimating pest populations and predicting yield, and

recommendation capabilities contribute to the efficient and sustainable management of cotton crops.

Finally, as was mentioned before, the classification of boll weevil populations is a critical task

for effective pest management in cotton crops, considering the significant economic losses caused

by this pest worldwide. However, limited data availability and features pose challenges to accurate

classification. This study investigated the application of TL techniques to enhance the classifica-

tion performance of boll weevil populations. Three types of TL techniques, namely instance-based,

feature-based, and parameter-based, were studied to improve the performance of machine learning

algorithms in classification. The proposed approach analyzed two data problems: one with a limited



6.2 Limitations and future work 19

number of instances and another with a limited number of features. The results showcased significant

improvements in classification accuracy for both domains with limited instances and limited features.

In the case of limited instances, the proposed approach achieved an accuracy of 90.79%, while in the

case of limited features, the accuracy reached 96.28%. These outcomes demonstrate the effectiveness

of TL techniques in enhancing the classification of boll weevil populations in cotton crops, especially

when data and/or features are scarce. Ultimately, these advancements contribute to the development

of more efficient and sustainable approaches to combat boll weevil infestations in cotton crops.

6.2 Limitations and future work

With the results of the present thesis, we were able to meet the proposed objectives. However,

this thesis had some limitations in terms of region data, the models, and of the variables that were

missing to incorporate, which are summarized below. Regarding the data of the regions, this study

included several cotton regions of Córdoba, other regions were left out of the study due to the lack

of sensors. The data was collected from sources with few sensors. It would be very useful to increase

the number of sensors to have more accurate data from the region. On the other hand, it would be

important to incorporate sensors that can record more climatic variables. The use of more climatic

variables would enrich the KMs. This study only included regions of Córdoba. If all the cotton-

growing regions of Colombia are incorporated, then a much more complete behavior of the weevil

could be determined, and better control of the insect in the country obtained. With a greater number

of sensors and pheromone traps in all cotton-growing regions, then the models would have more

complete information to predict the spread of insects. Finally, pheromone traps are not electronic

with real-time data collection. If electronic traps with the ability to read the data in real-time are

used, then the KMs predictions would have greater precision.

On the other hand, regarding the models, for crop yield predictions, only the boll weevil was

considered in the case study. If information about other insects and diseases is included, then it is

possible to have a more complete vision of the attacks that crops have. This would allow, for example,

to develop multi-detection models of diseases or pest attacks.

Other limitation of the current study is regarding the variables that were missing to incorporate.

The current study refers to the general use of the amount of fertilizer. We did not include each specific

fertilizer class. This could be overcome by specifying the amount of each fertilizer and adding them

to the model. Also, this study did not include other environmental variables such as soil organic

matter, weed coverage percentage, and tillage system management, which can be considered in future

works. The analysis could also include other variables such as: the rainfall distribution, the mean

temperatures (day/night gradient), the amount of solar radiation, the density of plants in cotton

cultivation, the date of planting, the timely weed control, and so on.
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Finally, according to our metacognitive architecture, sensor information (Ground Level) was used

and KMs (Object Level) were implemented. Future works would be oriented to the implementation

of the metacognitive functions on the Meta Level. In this sense, this allows AI systems to reason and

adapt to the situation with self-awareness. Also, we plan to integrate our metacognitive architecture

with the multi-agent systems paradigm, to take advantage of the existing modeling capabilities and

implementations in agent theory.
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Abstract

Integrated pest management (IPM) seeks to minimize the environmental impact of pesticide
application, and reduce risks to human and animal health. IPM is based on two important
aspects – prevention and monitoring of diseases and insect pests – which today are being
assisted by sensing and artificial-intelligence (AI) techniques. In this paper, we surveyed
the detection and diagnosis, with AI, of diseases and insect pests, in cotton, which have
been published between 2014 and 2021. This research is a systematic literature review. The
results show that AI techniques were employed – mainly – in the context of (i) classification,
(ii) image segmentation and (iii) feature extraction. The most used algorithms, in classifica-
tion, were support vector machines, fuzzy inference, back-propagation neural-networks and
recently, convolutional neural networks; in image segmentation, k-means was the most
used; and, in feature extraction, histogram of oriented gradients, partial least-square regres-
sion, discrete wavelet transform and enhanced particle-swarm optimization were equally
used. The most used sensing techniques were cameras, and field sensors such as temperature
and humidity sensors. The most investigated insect pest was the whitefly, and the disease was
root rot. Finally, this paper presents future works related to the use of AI and sensing tech-
niques, to manage diseases and insect pests, in cotton; for instance, implement diagnostic, pre-
dictive and prescriptive models to know when and where the diseases and insect pests will
attack and make strategies to control them.

Introduction

Cotton (Gossypium hirsutum L.) is an economically important crop. Cotton is the main source
of natural textile fibre, and one of the most important oil crops (Zhang et al., 2017). Cotton
contains 49 species distributed throughout the most tropical and subtropical regions of the
world. The world’s cotton industry represents a multibillion-dollar enterprise, from the pro-
duction of raw fibre to finished textile products (Smith and Cothren, 1999). Between 2016
and 2017, 32.4 million hectares were planted in more than 80 countries (Carvalho et al., 2018).

Diseases and insect pests, in cotton, generate large economic losses. If they are not con-
trolled in time, that is, at an early stage, they can cause an infestation, and decrease production
yield and quality of the harvested product (El-Wakeil and Abdallah, 2014). As an example, in
Brazil, annual losses, in agricultural production, due to insect pests, can reach an average of
7.7%, equivalent to approximately US$ 17.7 billion (Oliveira et al., 2014). Entomological
and pathogenic problems are one of the causes of low yields and economic losses in cotton
(Anees and Shad, 2020; Chohan et al., 2020).

One of the ways to control diseases and insect pests is through agrochemicals, but this (i)
increases production costs and (ii) generates a negative impact on the environment. This is
why integrated pest management (IPM) seeks to minimize the environmental impact of pesti-
cide application, and reduce risks to human and animal health (Simberloff and Rejmanek,
2011; FAO, 2017). IPM is based on two important aspects – prevention and monitoring of
diseases and insect pests – which today are being assisted by sensing and artificial-intelligence
(AI) techniques. Research on object-recognition and computer vision has led to advances in
factory automation, assembly-line industrial inspection systems and medical imaging
(Andreopoulos and Tsotsos, 2013). In the detection of diseases and insect pests, computer
vision has led to advances in the development of precision agriculture (Solis-Sánchez et al.,
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2009; Patrício and Rieder, 2018; Habib et al., 2020). In addition to
computer vision, sensors (e.g. temperature sensors, soil and mois-
ture sensors) allow data acquisition for analysis and predictions
(Pratheepa et al., 2016).

For the analysis of diseases and insect pests, expert systems
have also helped to make better decisions and to assist farmers
to prevent or control diseases and insect pests (Boissard et al.,
2008; Abu-Nasser and Abu-Naser, 2018; Alzamily, 2018).
Expert systems contributed to improve the productivity and qual-
ity of the cultivated products, which is related to the objectives of
smart agriculture (SA): (i) to increase productivity, (ii) to improve
food security, (iii) to improve adaptation and resilience to climate
change and variability and (iv) to reduce greenhouse gas emis-
sions (FAO, 2013).

SA uses the interrelationship of (i) sensor-network, (ii)
grid-computing and (iii) context-aware computing to manage
the agriculture process. SA allows decisions to be made based
on the acquisition of data from the agricultural context
(Aqeel-Ur-Rehman and Shaikh, 2009; García et al., 2020). Some
of the technologies used in SA are robotic automation, data ana-
lytics and remote sensing (Grady et al., 2019). AI techniques are
employed in SA for the following tasks (Bannerjee et al., 2018): (i)
general crop management, (ii) pest management, (iii) disease
management, (iv) agricultural product monitoring and storage
control, (v) soil and irrigation management, (vi) weed manage-
ment and (vii) yield prediction. In this systematic literature review
(SLR), we focus on pest management.

Some SLRs have been made in relation to pest management,
but none – specifically – to cotton. Patrício and Rieder (2018)
conducted an SLR of computer vision and AI, in precision agri-
culture, for grain crops (maize, rice, wheat, soybean and barley),
and aspects related to disease detection, grain quality and pheno-
typing. Zhang et al. (2019) conducted an SLR on monitoring
plant diseases and pests through remote-sensing technology, not
including in-situ sensors: the main topics were sensing technolo-
gies and feature extraction. The previous study included four
papers related to cotton between 2004 and 2011. Boissard et al.
(2013) conducted a brief review of the application of image pro-
cessing to identify agricultural pests on various crops not includ-
ing cotton. Bannerjee et al. (2018) conducted a literature survey
on AI, in agriculture, in general. For cotton cultivation, they
included three papers, in the category of crop management, before
1989; and one paper, on yield prediction, in 2008. Finally, Iqbal
et al. (2018) made an SLR of automated detection and classifica-
tion of citrus-plant diseases using image-processing techniques.
Table 1 shows the summary of these reviews. According to the
above, an SLR for cotton is needed (i) to analyse articles that
used AI techniques to manage diseases and insect pests, in cotton;
(ii) to know the most recent state-of-the-art, given the continuous
advances in the area and (iii) to identify future work directions.

The objective of this SLR is to establish the state-of-the-art
research on the management (detection, prediction, diagnosis
and prescription), of diseases and insect pests, in cotton. The
main contributions of this article are the following. Firstly, a
description of the cotton diseases and insect pests was investigated
through the use of AI and sensing techniques, from 2014 to 2021.
Secondly, an analysis of the selected papers. Finally, a definition
and discussion of the current challenges on AI techniques, for
pest and disease management, in cotton.

Background

In what follows, a background of cotton diseases and insect pests
is presented.

Cotton insect pests

Insects are classified as pests when the damage they cause
decreases the yield of the farmer’s products (Dent and Binks,
2020). The insect pests described as follows were selected due to
the severity of their damage and greater presence (Presley, 1954;
Carpenter, 1983; Ñañez, 2012), or because they have been much
studied.

Boll weevil (Anthonomus grandis)
Boll weevil is the main pest in cotton around the world, directly
affecting cotton production (Coelho et al., 2016; Grigolli et al.,
2017; Ben Guerrero et al., 2020). Adults feed on fruiting forms,
leaf petioles and terminal growth (Ellis and Horton, 1997).

Whitefly (Bemisia tabaci)
Whitefly infests cotton and many other plants, for example,
tomato, soybean, paprika and rose (Martin et al., 2008; Xia,
2012; Barbedo, 2014; El-Wakeil and Abdallah, 2014; Xia et al.,
2014). The whitefly reduces the performance, or even kills the
plant, by feeding on the sap. In addition, the whitefly can also
transport viruses (El-Wakeil and Abdallah, 2014). The whitefly
is one of the most prominent insect pests and it is present in
two stages of cotton: growing and fruiting.

Thrips (Thrips tobacco)
Thrips can occur in plants such as cotton, tomato, avocado, broc-
coli and lettuce (Solis-Sánchez et al., 2011; Xia et al., 2014;
Shahzadi et al., 2016). Thrips’ damage can stunt growth which
impacts crop performance (El-Wakeil and Abdallah, 2014). The
thrips infest in the seedling stage.

Bollworms
There are two types: (i) American bollworm (Helicoverpa armi-
gera) and (ii) pink bollworm (Pectinophora gossypiella).

Table 1. Summary of reviews related to this SLR

Article Objective

Patrício and Rieder (2018) Grain crops: disease detection, grain quality and phenotyping using computer vision and AI.

Zhang et al. (2019) Monitoring plant diseases and pests through remote-sensing technology.

Boissard et al. (2013) Image processing for identification of agricultural pests on various crops.

Bannerjee et al. (2018) AI in agriculture.

Iqbal et al. (2018) Citrus plant: detection and classification of diseases using image processing techniques.
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Bollworms can infest cotton, tomato and okra. In a severe infest-
ation, bollworms may cause high damage to the plant. The larvae
feed on cotton boll in the fruiting stage (El-Wakeil and Abdallah,
2014).

Cotton diseases

Diseases may be caused by fungus (mainly), bacteria or nema-
todes (Presley, 1954; Carpenter, 1983; Ñañez, 2012). The most
important diseases based on the damage they do to cotton are
described below.

Cotton diseases with the most damage

Bacterial blight (Xanthomonas campestris pv. Malvacearum)
The damage of bacterial blight disease is that the leaf veins
blacken causing a ‘blighting’ appearance, causing defoliation
and rotting. It can infect all growth stages of cotton, and can
quickly spread to other areas of the field through wind-driven
rain or irrigation (Cox et al., 2019).

Fusarium wilt (Fusarium oxysporum f. sp. Vasinfectum)
Damage caused by fusarium wilt disease includes brown discol-
ouration of the vascular system, plant stunting, plant wilt, necrosis
and death. The pathogen that causes this disease is difficult to
control. It spreads through the soil, in which it can survive for
a long time, and through plant debris and seeds (Cox et al., 2019).

Cotton diseases most studied

The most studied diseases in the literature are described below.

Root rot (Phymatotrichum omnivorum)
The fungus attacks the plant root, blocks the vascular elements,
inhibiting the movement of water. The leaves turn yellow or
brown and then wilt rapidly, causing death in a few days
(Pammel, 1888; Uppalapati et al., 2010). The symptoms usually
begin during extensive vegetative growth, are more visible during
flowering and fruit development and continue through the grow-
ing season (Smith et al., 1962).

Grey mildew (Ramularia areola)
The disease is produced by a fungus. Initial symptoms appear,
firstly, on lower leaves after the first boll set. They are light
green to yellow-green translucent spots bounded by veinlets
(called areolate) on the upper surface of the leaves. The severe
infection leads to defoliation and premature boll opening
(Chohan et al., 2020). R. areola is the most important foliar cotton
disease; its infection can cause boll abortion, malformation of
bolls and lower fibre quality (Xavier et al., 2019).

Pest management and AI

AI supports decision-making activities of pest management, such
as monitoring and control. Some examples of the application of
AI in pest management are (i) pest identification (Deng et al.,
2018; Roldan-Serrato et al., 2018), (ii) pest counting (Xia et al.,
2014; Yao et al., 2014) and (iii) pest-spread prediction (Hudgins
et al., 2017; Chen et al., 2020; Ji et al., 2020). In disease manage-
ment, AI has been used for (i) disease recognition (Habib et al.,
2020; Velasquez et al., 2020) and for (ii) early plant-disease fore-
cast (Khattab et al., 2019). AI has also been used for soil and irri-
gation management (Navinkumar et al., 2020; Talaviya et al.,
2020) and weed management (Partel et al., 2019; Sudars et al.,
2020; Monteiro et al., 2021). In this paper, we only focus on dis-
ease and insect pest management.

Materials and methods

The methodology for reviewing the papers was based on
Kitchenham et al. (2010). The bibliographic analysis, in the
domain under study, involved two steps: (a) collection of related
work and (b) detailed review and analysis of these collected
works. In the first step, a keyword-based search for scientific
papers, between 2014 and 2021, was performed to know the
most recent state-of-the-art. Although there are earlier works
(Willers et al., 1999, 2005, 2009; Boissard et al., 2008; Martin
et al., 2008), they were not included because they did not comply
with the range of dates. Sources were the scientific databases:
Scopus, ScienceDirect, Taylor and Francis, Springer and Google
Scholar. The results of each database were merged, and later,
the duplicates were deleted. Table 2 lists the research questions
and their search queries.

The following inclusion criteria were used. IC-1: include pub-
lications in journals and conferences whose titles are related to the
management and diagnosis of insect pests or diseases. IC-2:
include publications in journals and conferences that contain key-
words that match those defined in the search string. IC-3: include
publications whose summary and/or introduction and/or conclu-
sions are related to the selected topic. Finally, IC-4: include studies
in English. The following exclusion criteria were applied. EC-1:
exclude publications that do not match the previous inclusion cri-
teria. EC-2: exclude all duplicates. EC-3: exclude books. EC4:
exclude documents in the form of editorial, abstract, keynote, pos-
ter. EC5: exclude opinion pieces or position papers.

The list of the final papers, by research questions, is presented
in Table 3. Papers that answer RQ2 also answer RQ1. Google
Scholar included results of Scopus, as well Scopus included results
of Science Direct, Springer and Taylor and Francis.

In general, the search strings were applied to search in the art-
icle title, abstract and keywords. In the scientific databases, 2057
papers were found. With these papers, the selection filters were
applied and, finally, 30 were selected. Of the 30 papers, 30

Table 2. Research question and search queries of this SLR

Research question Search query

RQ1 – How is AI used to manage diseases and insect
pests of cotton?

(‘artificial intelligence’ OR ‘machine learning’ OR ‘computer vision’) AND (‘cotton crop’ OR ‘cotton
farming’ OR ‘cotton yield’) AND (disease OR pest OR insect)

RQ2 – How are sensing techniques used to detect
diseases and insect pests of cotton?

(‘remote sensing’ OR ‘wireless sensor networks’) AND (‘cotton crop’ OR ‘cotton farming’ OR
‘cotton yield’) AND (disease OR pest OR insect)

18 R. Toscano‐Miranda et al.
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respond to RQ1 and 20 respond to RQ2. Figure 1 shows the flow-
chart of the selection process.

In the second step, the 30 selected papers from the first step
were analysed one by one, considering the research questions.

Results

This section explains the SLR results, particularly, it analyses the
selected papers.

General characteristics of the selected studies

Thirty papers met the eligibility criteria and were included in this
review – according to the inclusion/exclusion process. In total,
66.7% were about diseases and 33.3% about insect pests. The dis-
tribution of the studies, by country, is shown in Fig. 2. These stud-
ies were conducted in five countries: India (66.7%), the United
States (13.3%), Brazil (10%), China (6.7%) and Pakistan (3.3%).
Not surprisingly, India represents the highest percentage, as it is
the major producer of cotton, ranked number one in the world.
The production of cotton in these five countries is among the
top ten in the world. India produces about ∼6000 metric tonnes,
China ∼5000, the United States ∼4000 and Pakistan and Brazil
∼2000 (Azam et al., 2020).

AI techniques used for the management of diseases and insect
pests

This section describes the techniques used for the management
(detection, diagnosis, etc.), of diseases and insect pests, in cotton
agriculture.

Insect pests
To identify whitefly, Sangari and Saraswady (2016) presented a
pest-image segmentation using Marker-Controlled Watershed
Transformation (MWT), which was compared with a fuzzy
c-means (FCM) clustering. The results showed that MWT per-
forms better than FCM, with a better convergence rate. Sangari
and Saraswady (2016) used nonlinear assessments for the meas-
urement of image distortion: the parameters evaluated were struc-
tural content (SC), peak signal-to-noise ratio (PSNR), normalized
correlation coefficient (NK), normalized absolute error (NAE)
and average difference (AD).

Shahzadi et al. (2016) proposed a rule-based system to diag-
nose whitefly and other insect pests. The rule-based system
used moisture sensors, temperature sensors, humidity sensors
and leaf-wetness sensors. For knowledge acquisition of the expert
system, they used three inputs: (i) domain experts, (ii) research
and (iii) field observations.

Kandalkar et al. (2014) used the following techniques to iden-
tify H. armigera: (i) for image segmentation, a saliency map; (ii)

for feature extraction, the energy of an image as a feature vector
with the discrete wavelet transform (DWT) – instead of colour,
shape and texture features and (iii) for pest classification, a back-
propagation neural-network (BPNN).

Pratheepa et al. (2016) used Shannon’s information theory
(SIT) to find significant factors that affect H. armigera incidence.
The results showed that correlation analysis revealed that crop
stage is negatively correlated with pest population, which is true
because the H. armigera population started to increase when
the crop was in an earlier stage of fruiting and boll formation,
and started to decline when the crop was in boll-bursting stage.
The crop stage, followed by the number of rainy days in a week
and relative humidity, were crucial in the pest population fluctu-
ation, which also had seasonal effects. In addition, they found that
SIT is more suitable to find significant factors, in pest surveillance
data, rather than regression analysis.

To evaluate the severity of mealybug, Singh et al. (2016) devel-
oped a model to map mealybug damage using remote-sensing
indices. They used multiple linear regression for data analysis
and evaluated the relationship between spectral vegetation indices
(SVIs) and severity index. These two indices had a huge correl-
ation between healthy and mealybug-infested cotton.

Ranjitha et al. (2014) used Pearson correlation to predict thrips
damage. They determined the correlation between canopy reflect-
ance and SVIs. Recently, Alves et al. (2020) used convolutional
neural networks (CNNs) to classify 13 insect pests (e.g. H. armi-
gera, Aphis gossypii, A. grandis, etc.). They used a modified deep
residual learning (RestNet34*). RestNet34* improved the accuracy
of other algorithms: local binary patterns with support vector
machine (LBP-SVM), AlexNet, ResNet34 and ResNet50.

The distribution of the reviewed papers according to whether
they used the classification algorithms, image segmentation or a
combination of both is shown in Table 4. Seven papers focused
on insect-pest classification (the majority). For image classifica-
tion, the AI techniques used were based on artificial neural net-
works (ANNs), regression and rules. Finally, two papers studied
image segmentation.

Diseases
To detect Phyllosticta gossypina, Zhang et al. (2018) proposed an
active-contour model (ACM) – based on a global gradient and
local information – to detect the disease from images. ACM
was more accurate in segmentation – and with lower running
time – than geodesic active contour, chan-vese and local binary
fitting. In a complex background, ACM can segment the leaves
of cotton with uneven illumination, shadow and fuzzy edges.
The results showed that ACM is the most suitable for the segmen-
tation of diseased leaves under natural conditions.

Rothe and Rothe (2019) used another technique in image seg-
mentation to detect bacterial leaf blight, Myrothecium and
Alternaria. They used Otsu’s segmentation to capture the image
of a diseased leaf in such a way that its background is kept intact.
This allowed the separation of the spot from the underlying
organic background of the leaf. In the stage of classification,
they used a BPNN. The accuracy of the classification was
97.14% for Alternaria, 93.3% for bacterial blight and 96% for
Myrothecium.

Patil and Zambre (2014) also used Otsu’s segmentation, but
their research focused on cotton-leaf spot classification. They
also used other techniques in the process: (i) for image segmen-
tation, global threshold, variable threshold and Otsu’ segmenta-
tion for an automatic threshold; (ii) for feature extraction,

Table 3. Data sources and results of the search queries of this SLR

RQ1 RQ2 Final selection

10 7 10

15 10 15

5 3 5

30 20 30
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features of diseased leaf spot; (iii) for shape feature extraction,
general descriptors such as the number of the object, area of
the shape object, width and length of the object and area of the
image. They used the SVM as the classification algorithm. For
the classification, they determined that the morphology and the
colour of leaf spots were very important because it provided crit-
ical information on the visual representation of the disease.

To detect bacterial blight, Alternaria, and root rot,
Prashar et al. (2017) created an automatic cotton-crop

disease-recognition method using the different invariant feature
descriptors and SVM. In the pre-processing of the images, all
the images were standardized by resizing them to the same
size. After, the images were converted into two-dimensional
images, using a grey-scale conversion, and a Gaussian filter
was used for noise removal of the grey-scale images. As a feature
descriptor, the histogram of oriented gradients (HOG) was
used. Finally, for classification, they used SVM with 85%
accuracy.

Fig. 1. Flowchart of the selection process for this SLR.

Fig. 2. World map of reviewed research articles in this
SLR.

Table 4. Use of AI for insect-pest management in cotton according to the problem of classification or segmentation

References

Problem AI technique

Classification
Image

segmentation ANN Rule-based Regression Clustering

Nigam et al. (2016), Ranjitha et al. (2014), Singh
et al. (2016)

X X

Dalmia et al. (2020), Alves et al. (2020), Kandalkar
et al. (2014)

X X

Shahzadi et al. (2016) X X

Pagariya and Bartere (2014), Sangari and
Saraswady (2016)

X X

ANN, artificial neural networks.
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Table 5. Type of problem to solve v. AI techniques (ANNs, rule-based, regression, clustering, SVM, DT or gradient-based) to detect cotton diseases

References

Problem AI techniques

Classification
Image

segmentation
Feature

extraction ANN Rule-based Regression Clustering SVM DT Gradient-based

Caldeira et al. (2021), Liang, (2021), Patil and
Burkpalli (2021), Patil and Patil (2021)

X X

Rastogi and Solanki (2015) X X X

Toseef and Khan (2018) X X

Yang et al. (2014) X X X

Xavier et al. (2019) X X X X

Chopda et al. (2018) X X

Dumare and Mungona (2017), Usha Kumari
et al. (2019)

X X X X

Sarangdhar and Pawar (2017) X X X X X

Prashar et al. (2017) X X X X X

Patil and Zambre (2014) X X X X

Rothe and Rothe (2019) X X X X

Revathi and Hemalatha (2014) X X X

Zhang et al. (2018) X X
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Another study, by Sarangdhar and Pawar (2017), included
SVM to classify five cotton leaf diseases (bacterial blight,
Alternaria, grey mildew, Cercospora and fusarium wilt). The
main steps for detection were: (i) image acquisition; (ii) pre-
processing (the images were resized, and the noise was removed);
(iii) segmentation (colour transformation and threshold were
used to extract from the region of interest of the lesion region);
(iv) feature extraction (colour and texture features were extracted
using partial least-square regression (PLSR)) and (v) classification
(SVM regression with Gaussian kernel). The overall classification
accuracy was 83.26%.

For the detection of ramularia leaf blight, Xavier et al. (2019)
used multispectral classifications, with four classifiers, in Waikato
environment for knowledge analysis software: (i) multinomial
logistic regression (MLR), (ii) multinomial logistic regression
with boosting (MLRb), (iii) SVM and (iv) random forest (RF).
Xavier et al. (2019) focused on the application of different algo-
rithms to minimize the possibility that the obtained performance
of infection level may be caused by the specifications of a single
classifier. The MLR used a linear-predictor function and required

small training data to estimate the parameters for classification.
SVM was adjusted to nonlinear class predictors and performed
well in the multi-spectral remote-sensing classification. In add-
ition, the results showed that the other two approaches – MLRb
and RFT – were affected more by overfitting of training data or
higher amounts of training data demanded: MLRb because of
its underlying boosting and RF because it was an ensemble
approach based on bootstrap aggregating (bagging).

To map cotton root rot, Yang et al. (2014) evaluated (i) itera-
tive self-organizing data analysis (ISODATA) unsupervised classi-
fication applied to multi-spectral images, (ii) unsupervised
classification applied to normalized difference vegetation index
(NDVI) and (iii) two supervised-classification techniques,
BPNN and SVM. Images were taken from airborne multi-spectral
imagery. All methods appeared to be equally effective and accur-
ate, for the detection of cotton root rot, for site-specific manage-
ment of this disease. Especially, the NDVI-based classification can
be easily implemented without the need for complex image pro-
cessing capabilities. Results demonstrated that ISODATA applied
to multi-spectral imagery (94%), NDVI combined with unsuper-
vised classification (94.5%) and the supervised classifiers (BPNN
(95.5%) and SVM (95%)) are all effective to detect root rot.

Yang et al. (2016) used multispectral imaging to detect consist-
ency and changes, in cotton root rot disease, for 10 years. They
used ISODATA for root rot classification. The result showed
that NDVI-based ISODATA classification appears to be a simple
and effective method to generate root rot infection maps.

Similarly, Song et al. (2017) classified the root rot with ISODATA,
with the minimum spectral distance to group each pixel into a class,
based on the four spectral bands (e.g. red-green-blue (RGB) and
near-infrared (NIR)) and the NDVI combination.

For automatic detection of alternaria leaf spot, grey mildew
and rust foliar, Usha Kumari et al. (2019) created an automatic
disease detection for the three diseases. Usha Kumari et al. used
the k-means clustering algorithm for disease image segmentation
of the cotton leaf. The diseased cluster was segmented into three
clusters. From each cluster, the features mean, contrast, energy,
correlation, standard deviation, variance, entropy and kurtosis
were extracted. The extracted features were given to a BPNN
and an SVM for classification. The performance of these classi-
fiers was compared, and the following results were obtained:
The alternaria leaf spot disease was classified 77.4% for BPNN
and 84.3% for SVM; grey mildew disease was 87.8% for BPNN
and 98.7% for SVM; rust foliar fungal disease was 90.1% for
BPNN and 93.2% for SVM. The overall average accuracy of the
BPNN classifier was 85.1% and for SVM was 92.06%. SVM clas-
sifiers gave more accurate disease detection than BPNN.

Fig. 3. AI techniques used for the classification and
image segmentation of cotton diseases and insect
pests. AC, active contour model based on global gradi-
ent and local information; MCWT, marker-controlled
watershed transformation; ISODATA, iterative self-
organizing data analysis; SVM, support vector machine;
BPNN, back-propagation neural-network; CNN, convo-
lutional neural networks.

Fig. 4. Image feature-extraction algorithms of cotton diseases and insect pests. HOG,
histogram of oriented gradients; PLSR, partial least square regression; DWT, discrete
wavelet transform; EPSO, enhanced particle swarm optimization.
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To identify bacterial blight, two articles were based on k-means
clustering: Dumare and Mungona (2017) used k-means for image
segmentation and SVM for classification; and Pagariya and
Bartere (2014) used k-means to identify the disease. To identify
different diseases, Rastogi and Solanki (2015) developed an expert
system with a fuzzy inference to identify the diseases at an early
stage. The classification serves at two levels: (i) classification
and grouping of disease, having the same causing agents – such
as viruses, bacteria and fungi – based on a feature vector extrac-
tion and (ii) reclassification based on SVM.

To diagnose 21 cotton diseases, Toseef and Khan (2018) pro-
posed a fuzzy inference system for the diagnosis of crop diseases.
The system diagnosed the main diseases of cotton and wheat.
Twenty-one diseases (e.g. bacterial blight, leaf curl, root rot, verti-
cillium wilt and anthracnose) were diagnosed with 99% of accur-
acy. Toseef and Khan (2018) had three main reasons to apply
fuzzy logic for decision-making: (i) rules are derived from expert
knowledge and described in natural language; (ii) fuzzy logic is a
powerful knowledge representation mechanism for linguistic
knowledge and (iii) fuzzy logic handles the vagueness and uncer-
tainty inherent in the problem domain, which is not handled by
classical set theory. Seventy-three inference rules were built for
decision-making.

To detect bacterial blight, fusarium wilt, leaf blight, root rot,
micro-nutrient and verticillium wilt diseases, Revathi and
Hemalatha (2014) proposed a new feature extraction method
using enhanced particle swarm optimization (EPSO) with skew-
divergence. The obtained features were classified using SVM,
BPNN and fuzzy classifiers. The accuracy was of 91, 93 and
94% for SVM, BPNN and fuzzy, respectively. The results showed
higher accuracy when EPSO is combined with fuzzy classifiers.

To predict anthracnose and grey mildew diseases, Chopda
et al. (2018) used temperature sensors and soil-moisture sensors.
They used a decision-tree (DT) classifier because it is a simple
classification technique that implies a set of questions about the
attributes of the test data set. The results showed that the system
can predict the disease with parameters such as temperature and
soil moisture, based on the previous year data.

Recently, Caldeira et al. (2021) used CNN (GoogleNet and
Resnet50 with 86.6 and 89.2% of accuracy, respectively) for cotton
disease classification. The results were better for the processing of
images compared with traditional approaches such as SVM,
KNN, ANN and neuro-fuzzy. Liang (2021) also used CNNs
(Vgg, DesenNet, ResNet and S-DesneNet). These CNNs were
optimized with the spatial structure optimizer (SSO). The result
showed more accuracy in classification in small samples.

To detect the diseases, the authors of the reviewed papers
focused on classification, image segmentation or feature extrac-
tion (see Table 5). Ten papers focused on disease classification.
Six papers combined image segmentation and classification.
One paper combined classification and feature extraction.
Among the AI techniques used, those based on SVMs and
ANNs were the most used. Regarding image segmentation, all
the works used k-means.

Summary
Many AI techniques were used to detect cotton diseases and
insect pests. Such AI techniques allowed an automatic detection
by crop symptoms, environmental conditions or physical charac-
teristics of the pest or disease. Particularly, it was found that the
articles focused on classification algorithms, image segmentation
and feature extraction. The classification algorithms that stood

out most for their results were CNNs, ISODATA, BPNN, fuzzy
inference and SVMs, the latter more frequently (see Fig. 3). For
segmentation, algorithms such as ACM, MWT and Otsu’s seg-
mentation were used (Fig. 3). And, finally, for feature extraction,
DWT, EPSO, HOG, and PLSR were used in equal proportion
(Fig. 4).

Some reviewed papers made comparisons of different algo-
rithms. Revathi and Hemalatha (2014) found that EPSO for fea-
ture extraction, and SVM or BPNN for classification, work best.
Yang et al. (2014) compared four classification algorithms
(ISODATA applied to multispectral imagery, NDVI combined
with unsupervised classification and two supervised classifiers
(BPNN, SVM)) with very close results. Usha Kumari et al.
(2019) found that k-means for image segmentation and SVMs
for classification gave better results than k-means for image seg-
mentation and BPNN for classification. Xavier et al. (2019) eval-
uated the classification algorithms MLR, MLRb, SVMs and RFT,
obtaining similar results. The most used technique was SVM
(26%), outperforming BPNN (11%) (see Fig. 3). Nonetheless, in
2021, CNNs got the best performance (Caldeira et al., 2021;
Liang, 2021).

Sensing techniques used for the detection of pests and
diseases

This section describes sensing techniques, used to detect diseases
and insect pests, on cotton.

Cameras
Cameras were used alone or through platforms such as satellites,
aircraft or unmanned airborne vehicles (UAVs). The details are
presented below.

Without platform. To detect P. gossypina, Zhang et al. (2018) pro-
posed an automatic segmentation of a diseased leaf, to improve
the image-segmentation performance of cotton leaves in a natural
environment. They used a digital single-lens reflex (DSLR) cam-
era with a Canon electro-optical system.

Satellite. To evaluate mealybug severity, Singh et al. (2016) eval-
uated the relationship between mealybug severity and remote-
sensing indices. The authors used Landsat TM5 satellite images
with spectral bands RGB, NIR, shortwave infrared and thermal.
The mealybug-infested cotton crop had a significantly lower
reflectance (33%) in the NIR region, and higher (14%) in the vis-
ible range of the spectrum, when compared with the non-infested
cotton crop, having NIR of 48% and visible-region reflectance of
9%. These results indicate that remote sensing has the potential to
distinguish damage by mealybug and quantify its abundance in
cotton.

Unmanned airborne vehicle. To detect ramularia leaf blight,
Xavier et al. (2019) used multispectral imagery from an UAV.
The camera captured wavelengths of 520–600 nm (green band),
630–690 nm (red band) and 760–900 nm (NIR band). The cam-
era was on an UAV with flight heights of 100, 300, 500 and
700 m. This type of imaging helped to detect the disease; however,
the images were not sufficient to differentiate finer-scaled disease
severity levels. The results show that a camera with a higher reso-
lution is needed to improve the disease classification.
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Aircraft. Yang et al. (2016) used multispectral imaging to detect
consistency and changes, in the root rot disease, over 10 years
(2002–2012). Firstly, the authors used cameras in three bands:
green (555–565 nm), red (625–635 nm) and NIR (845–857 nm).
Later, they used cameras in four spectral bands: blue (430–470
nm), green (530–570 nm), red (630–670 nm) and NIR (810–
850 nm). Finally, the authors used an RGB camera and NIR
(720 nm). All images were acquired from an aircraft at an altitude
of 3050 m. Results demonstrated that root rot tends to occur in
the same general areas within fields in recurring years, even
though variations in infection patterns exist over the years.

To identify root rot, Song et al. (2017) used two methods for
image acquisition – airborne multispectral imagery and satellite
imagery – to identify infested areas. In the first case, they used
two Nikon D810 digital complementary metal–oxide–semicon-
ductor cameras. One camera was used to capture RGB images,
and the other camera captured NIR images. Airborne images
were taken at an altitude of 3050 m. Both cameras simultaneously
and independently captured images. For the satellite imagery, they
used the Sentinel-2A in the bands RGB and NIR. The authors
assessed the potential of 10-m Sentinel-2A satellite imagery for
root rot detection and compared it with airborne multispectral
imagery. Accuracy assessment showed that the classification
maps from the Sentinel-2A imagery were better than the
airborne-image classification. However, they found some small
root-rot areas were undetectable, and some non-infested areas
within large root-rot areas were incorrectly classified as infested
due to the images’ coarse spatial resolution. These results demon-
strate that freely-available Sentinel-2 imagery can be used as an
alternative data source for identifying root rot and creating pre-
scription maps for site-specific management.

Sensors
Three types of sensors were used: field sensors, spectroradiometer
and microscope. In what follows, we explain each type.

Field sensors. To detect bacterial blight, Alternaria, grey mildew,
Cercospora and fusarium wilt, Sarangdhar and Pawar (2017) used
image acquisition, environment temperature sensors, humidity sen-
sors, soil-moisture sensors and water sensors to detect and control
diseases in cotton. A Nikon camera (non-specified model) captured
RGB images. Environmental temperature sensors, humidity sensors
and moisture sensors were used to monitor the soil. A water sensor
was used to monitor the water level of a pesticide tank. The results
showed that, with timely detection and permanent monitoring, cot-
ton production can be improved.

To predict anthracnose and grey mildew, Chopda et al. (2018)
used environment temperature sensors and soil-moisture sensors.
The results showed that the system can predict cotton-crop dis-
eases with temperature, soil moisture, based on the previous
year data. In the same way, Shahzadi et al. (2016) used sensors
to determine the conditions that favour the appearance of white-
fly, thrips, jassid and pink bollworm. Soil sensors collected data
on soil conditions, soil moisture, soil content and leaf-wetness
sensors. In addition, weather sensors collected data about humid-
ity and temperature.

Finally, Pratheepa et al. (2016) used data mining to find the
significant factors that affect the incidence of the pest H. armigera.
The authors considered for the analysis, as incidence factors, the
crop stage of the cotton, season and abiotic factors such as max-
imum temperature, minimum temperature, morning relative
humidity, evening relative humidity, rainfall and number of rainy

days in a week. The results showed that among all the factors,
crop stage played a major role, followed by the number of rainy
days in a week, and relative humidity, for the insect pest incidence.

Spectroradiometer. To detect and estimate the damage caused by
T. tobacco (Lind), Ranjitha et al. (2014) used a spectroradiometer,
from 70 to 90 days, after sowing. Canopy reflectance was recorded
and SVIs were estimated. The hyper-spectral radiometer recorded
the spectral reflectance in blue (450–520 nm), green (520–590
nm), red (620–680 nm) and NIR (770–860 nm), at 30 cm above
the cotton canopy. The results showed that the reflectance
decreased in NIR, while RGB reflectance increased compared to
undamaged plants. Red band (at wavelengths 691 and 710 nm)
and green-red vegetative index were found to be more sensitive
to thrips damage. The sensitivity curve shows a single peak in
the blue region (at about 496 nm), which is characteristic of the
thrips damage.

To determine a whitefly infestation, Nigam et al. (2016) deter-
mined the relation of the infestation with and biotic stress with
remote sensors. They used a spectroradiometer with different sam-
pling intervals across the spectral region of 350–2500 nm at 1 nm.
Chlorophyll concentration was measured to determine the relation-
ship between whitefly infestation damage severity and chlorophyll
concentration. A whitefly-infested cotton crop showed a low-
reflectance value between 350–1335 nm and 1526–1769 nm.
Whitefly-infested leaf-tissue was damaged and reflectance, in NIR,
also went down drastically compared to healthy plants.

Microscope. To detect bacterial leaf blight, myrothecium and
alternaria present, Rothe and Rothe (2019) used a DSLR cam-
corder and Leica Wild M3C microscope in natural situations.

Summary
Sensing techniques were used to detect cotton diseases and insect
pests. These techniques allowed capturing information of crop
symptoms, environmental conditions or physical characteristics
of the insect pest or disease. Sensing techniques captured (i)
images and (ii) environmental conditions. In the case of the
images, multi-spectral cameras, DSLR cameras, spectroradi-
ometers and microscopes were used (Ranjitha et al., 2014; Yang
et al., 2016; Rothe and Rothe, 2019).

In the case of the cameras, most were installed in UAVs with a
flight altitude between 100 and 700 m, aircrafts with a flight alti-
tude of 3050 m or satellites of low Earth orbit at an altitude of 705
km for Landsat TM5 and 786 km for Sentinel-2A. Cameras, in
38% of the articles, were the most used in the detection of diseases
and insect pests in cotton.

In the case of in-situ sensors, environment-temperature sen-
sors, humidity sensors, soil-moisture sensors, leaf-wetness sensors
and water sensors were used (Nigam et al., 2016; Sarangdhar and
Pawar, 2017). In the selected studies, it was demonstrated that
with low-cost sensors, it was possible to take enough information
to make predictions of insect pests or diseases. The detection
techniques that were used in the selected papers include cameras,
soil moisture sensors, temperature sensors, water sensors, humid-
ity sensors, leaf wetness sensors, spectroradiometers and micro-
scopes (see Fig. 5).

Discussion

In this study, we have systematically searched the scientific litera-
ture, from 2014 to 2021, to establish the state-of-the-art on
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management (detection, diagnosis, etc.) of diseases and insect
pests in cotton. Many AI algorithms were used to detect cotton
diseases and insect pests. AI algorithms allowed an automatic
detection of crop symptoms, environmental conditions or phys-
ical characteristics of the pest or disease.

AI algorithms

Regarding AI algorithms, it was found that articles focused on
classification algorithms, image segmentation and feature extrac-
tion. The classification algorithms that stood out most for their
results were CNNs, ISODATA, BPNN, fuzzy inference and
SVM – the latter most frequently. For segmentation, algorithms,
ACM, MCWT and Otsu’s segmentation were used. Finally, for
feature extraction, DWT, EPSO, HOG and PLSR were equally
used.

HOG focuses on the structure or the shape of an object. HOG
+ SVM gave better results than scale-invariant feature transform
+ SVM or than spectral asymmetry index + SVM. PLSR is often
used when there are a lot of explanatory variables, possibly corre-
lated. A key advantage of DWT is that it has temporal resolution:
DWT captures both frequency and location in timed information.
Regarding EPSO, it has several advantages such as simplicity, con-
vergence speed and robustness.

More recent works have focused on the use of CNN, which has
led to greater accuracy in the classification of pests and diseases
(Caldeira et al., 2021; Liang, 2021). The results were better com-
pared with traditional approaches for the processing of images.
The main disadvantage is that CNN can, sometimes, take much
longer to train (Kamilaris and Prenafeta-Boldú, 2018). To solve
this, Liang (2021) used SSO on the training process, in different
architectures (including Vgg, DesenNet, and ResNet and
S-DesneNet), in small samples.

Insect-pest detection techniques

The most investigated insect pest was the whitefly, followed by
thrips and pink bollworm (see Fig. 6). The sensors that were
used for the whitefly were spectroradiometers, soil-moisture sen-
sors, temperature sensors, humidity sensors and leaf-wetness sen-
sors. In the case of thrips, in addition to the sensors used with

whitefly, satellites were used. These insect pests have been the
most studied because they have the capacity to infest several
crops; for instance, cotton, rose, soybean, corn, pepper, tomato
and lettuce. The degree of infestation is rapid, for example, the
whitefly can lay 130 eggs (Boissard et al., 2008), which is why
early detection of this pest is important. Image recognition was
mainly used, but the analysis of environmental conditions was
also important to discriminate biotic stress (Nigam et al., 2016)
that can encourage the appearance of insect pests; for instance,
this is the case of the whitefly which develops rapidly in warm
weather.

According to the AI problem, whether it was classification,
image segmentation or feature extraction, the authors combined
image sensing or field sensing techniques to detect insect pests
in cotton (see Table 6). Two papers used field sensors to classify
insect pests and four papers used images. Other papers focused
on AI techniques for other tasks (segmentation and feature
extraction) and did not describe the sensing techniques (N/A
means that sensing techniques were not available).

Disease-detection techniques

The most investigated diseases were root rot using cameras (see
Fig. 7), followed by bacterial blight using sensors. The sensors
that were used to detect the bacterial blight were soil-moisture
sensors, temperature sensors, humidity sensors, cameras, micro-
scopes and water sensors (Pagariya and Bartere, 2014;
Sarangdhar and Pawar, 2017; Toseef and Khan, 2018; Rothe
and Rothe, 2019). The research studies were, mainly, conducted
in disease recognition. For this purpose, the authors used close-up
images of diseased leaves of cotton captured with cameras
(Revathi and Hemalatha, 2014; Zhang et al., 2018; Rothe and
Rothe, 2019). Cameras were mounted on aircrafts, satellites or
UAV platforms, to capture images of entire fields of cotton, to

Fig. 5. Sensing techniques used to detect insect pests or diseases in cotton.

Fig. 6. Insect pests for cotton that were studied in the reviewed papers. HA,
Helicoverpa armigera; WF, whitefly; PiBo, pink and American bollworm; PB, pod
borer; RCB, red cotton bug; AG, Anthonomus grandis; mealybug, Me.
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make prescription maps or monitor diseases, in cotton (Yang
et al., 2016; Song et al., 2017; Xavier et al., 2019).

The reviewed papers were classified according to the AI prob-
lem and the sensing techniques to detect diseases (see Table 7).
Most studies used classification with images and some with
field sensors. For the combination of classification and image seg-
mentation, mainly cameras or microscopes (images) were used.
Only two papers used field sensors, one of which supplemented
it with cameras.

Trends in the reviewed articles

The main results from the selected articles are summarized in
Fig. 8. In the upper part, we can note from left to right aspects
such as: (i) AI tasks, (ii) the most used AI techniques, (iii) the
most researched pest and disease in cotton and (iv) the sensing
techniques (for detection). The width of the nodes and their
links is proportional to the number of reviewed articles in each
of the categories. Different colours were used in the links, to facili-
tate the visualization of the connections. Overall, there was more
research on diseases compared to insect pests for cotton. For dis-
eases and insect pests, the AI tasks were classification, image seg-
mentation and feature extraction. SVM and fuzzy inference were
widely used for disease classification, and k-means was used for
image segmentation of diseases and insect pests. The images
were taken with microscopes, spectroradiometers and cameras –
the latter most frequently. Finally, regarding sensing techniques,
soil-moisture sensors, humidity sensors and temperature sensors
were frequently used in combination, for both, diseases and insect
pests.

Comparison of the results with respect to previous SLRs

Same as this SLR, Patrício and Rieder (2018) found that the SVM
classifier was the most used with good results. In addition to
SVM, Iqbal et al. (2018) found neural networks as the most
used for classification. Patrício and Rieder (2018) worked in pre-
cision agriculture for grain crops and Iqbal et al. worked in the
detection of citrus-plant diseases. Iqbal et al. also found that
k-means clustering performs well for image segmentation.
Regarding remote sensing, Zhang et al. (2019) found studies
that used hyperspectral and multispectral systems to monitor
plant diseases and pests.

In the papers reviewed by Patrício and Rieder (2018), they
found that deep learning has been used for the detection of
some stored-grain insects, while Iqbal et al. (2018) found that
deep learning has been used for the detection of some citrus-fruit
diseases. Regarding remote sensing, Zhang et al. (2019) found
studies that used fluorescence and thermal systems, synthetic
aperture radar and light detection and ranging equipment. It is
worth noting that, Zhang et al. did not include studies with in-situ
sensors like this SLR.

Limitations of the selected papers

The limitations of the papers selected according to the research
questions in this SLR are described below.

Limitations of AI to manage diseases and insect pests in cotton
AI has contributed to the development of agriculture, in pest and
disease management, and specifically, to detect and diagnose dis-
eases and insect pests in cotton. AI allows detecting diseases and
insect pests in, timely, quickly and with more precision (Xia et al.,
2014; Khattab et al., 2019). To harvest a high cotton yield, it is

Table 6. Sensing techniques and AI problems to detect insect pests in cotton

References

AI problem Sensing technique

Classification
Image

segmentation
Feature

extraction Images
Field
sensor

Dalmia et al. (2020), Nigam et al. (2016), Ranjitha et al. (2014),
Singh et al. (2016)

X X

Pratheepa et al. (2016), Shahzadi et al. (2016) X X

Sangari and Saraswady (2016) X X N/A N/A

Kandalkar et al. (2014) X X N/A N/A

Alves et al. (2020) X N/A N/A

Pagariya and Bartere (2014) X N/A N/A

Sensing technique for images: cameras or spectroradiometers; mainly cameras.
N/A, not available.

Fig. 7. Diseases for cotton that were studied in the reviewed papers.
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very important the integrated management of diseases and insect
pests (Anees and Shad, 2020; Chohan et al., 2020). Despite the
importance of insect pest and disease monitoring with AI, there
are few works with neural networks, deep learning, deep residual
learning and no work on meta-cognition, which have been used
successfully in other studies (Cheng et al., 2017; Li et al., 2020;
Shi et al., 2020). Finally, no works include simultaneously diseases
and insect pests.

Limitations of sensing techniques to detect diseases and insect
pests
Remote sensing has allowed us to obtain monitoring data, in real-
time, of diseases and insect pests (Singh et al., 2016). This allows
us to provide an overview for large areas using, for example, satel-
lites, airplanes and UAV platforms (Ranjitha et al., 2014; Song
et al., 2017; Xavier et al., 2019). In-situ sensors allow obtaining
data, in real-time, of environmental variables (e.g. temperature,
humidity, moisture) (Pratheepa et al., 2016; Chopda et al.,
2018). However, only one study tried data fusion and included
computer vision with cameras and in-situ sensors to measure sim-
ultaneously soil moisture, temperature, humidity and water
(Sarangdhar and Pawar, 2017). The combination of a larger set
of sensor data can increase the accuracy and truthfulness of the
data. There was no research that combined sensors, AI and phero-
mone traps for boll weevil. There are also no studies, on the pres-
ence of the cotton boll weevil in post-harvest, which take into
account that boll weevil takes refuge for a long period during
post-harvest.

Future research trends

In this review, we found that many AI and sensing techniques
were used in the selected articles. For future research, however,
there are different challenges due to the need to use data to
make better decisions on the treatment of diseases and insect
pests, with the possibility of anticipation of an outbreak. These
challenges are summarized in the next sessions.

Develop predictive models to know when and where the
diseases and insect pests attack

This challenge represents the opportunity to work with the pre-
diction of diseases and insect pests simultaneously, using new
techniques of prediction. Previous research did not deal, specific-
ally, with both at the same time.

Implement prescriptive models to define how to control
diseases and insect pests

The prescriptive models help to determine what needs to be done
to attack diseases and insect pests. The prescriptive models define
what activities and tasks are necessary to do when this type of
problem appears in cotton. These models are important because
they will allow the farmer to know what to do.

Make a smart pheromone traps system to predict the spread of
pests

A smart pheromone traps system must define two aspects: firstly,
determine how the pest spread; secondly, where to put
geo-spatially the traps. This way, the system has the prediction
task and also self-defines where put the traps. None of the previ-
ous systems did this simultaneously.

Develop diagnostic disease models

The diagnostic models allow defining the causes of the disease.
This is important for those who make the decisions because
might attack the causes to solve the problem. Iqbal et al. (2018)
and Zhang et al. (2019) found some papers of detection and diag-
nosis for other crops, but not for cotton.

Make multi-detection models of diseases or pest attacks

This challenge includes multi-label techniques using labels related
to diseases and insect pests (Araujo et al., 2003). This technique
allows detecting, simultaneously, if there are pests and diseases.

Table 7. Sensing techniques and AI problems to detect diseases in cotton

References

AI problem Sensing technique

Classification
Image

segmentation
Feature

extraction Images
Field

sensors

Patil and Patil (2021), Rastogi and Solanki (2015), Toseef and Khan
(2018)

X N/A N/A

Caldeira et al. (2021), Liang (2021), Patil and Burkpalli (2021), Song
et al. (2017), Wang et al. (2020), Xavier et al. (2019), Yang et al.
(2014, 2016)

X X

Dumare and Mungona (2017), Rothe and Rothe (2019) X X X

Patil and Zambre (2014), Prashar et al. (2017), Sarangdhar and
Pawar (2017), Usha Kumari et al. (2019)

X X N/A N/A

Chopda et al. (2018) X X

Revathi and Hemalatha (2014) X X X

Zhang et al. (2018) X X

Sarangdhar and Pawar (2017) X X X X

The image sensing techniques used cameras or microscopes, mainly cameras.
N/A, not available.
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Define a cotton-crop management system using a
cognitive-computing architecture

No articles dealt with cognitive computing. In previous reviews,
only (Boissard et al., 2013) found one study where cognitive vision
was used for pest detection. One challenge is the use of cognitive
computing to manage cotton better. According to Crowder and
Friess (2011), metacognition and metamemory allow AI systems
to reason and adapt to the situation with self-awareness.
Meta-learning facilitates the selection of appropriate AI algorithms,
or adjusts them according to the task (Grąbczewski, 2014).
Meta-reasoning gives systems the ability to reason, deliberate and
self-optimize a decision-making process to produce effective action
on time (Russell and Wefald, 1991; Svegliato and Zilberstein, 2018).

Select the most useful variables

All challenges that have been described need to establish the right
variables for each model. These features can be used to improve
the performance of machine-learning algorithms. The stress in
crops may be generated by variables such as climatic conditions,
pest damage and diseases, and the study and selection of the right
variables can be complex (Ranjitha et al., 2014; Yang et al., 2014).
It is needed to analyse which variables are most useful for each
knowledge model (Pacheco et al., 2014; Jiménez et al., 2021).

Develop smart sticky-traps for whitefly, aphids and thrips

As an example, the whitefly eggs have a length of about 0.2 mm.
Xia et al. (2014) used sticky traps to take whitefly-egg samples in

Fig. 8. Trends in the reviewed articles are divided into diseases and insect pests, AI techniques and sensing techniques. Clas, classification task; FeaExt, feature
extraction task; ImgSeg, image segmentation task; AI techniques (ISODATA, iterative self-organizing data-analysis technique algorithm; SVM, support vector
machine; fuzzy, fuzzy logic; KM, k-means; BPNN, back-propagation neural-network; CNN, convolutional neural networks; OFeaExt, others feature extraction algo-
rithms); pest (WF, whitefly; PiBo, pink bollworm); disease (Rot, root rot; Ramularia, ramularia leaf blight; BB, bacterial blight; GreyM, grey mildew); sensing tech-
niques (SoMoS, soil-moisture sensor; TeS, temperature sensor; WaS, water sensor; HuS, humidity sensor; LeWeS, leaf-wetness sensors; Spect, spectroradiometer).

28 R. Toscano‐Miranda et al.

https://doi.org/10.1017/S002185962200017X Published online by Cambridge University Press



tomato crops. Nonetheless, in the articles analysed in this SLR, no
sticky traps were used. These traps could be combined with AI in
a similar manner as pheromone traps. These traps could be used
for boll weevil (A. grandis Boheman), which affects cotton, in sev-
eral countries (Neupert et al., 2018), but only one research was
found related to the boll weevil and the use of AI for its detection
(Alves et al., 2020). Boissard et al. (2013) found one study with
sticky traps, for whitefly and aphids, using video to record the
insects flying.

Conclusions

AI techniques were employed mainly in the context of (i) image
classification, (ii) image segmentation and (iii) feature extraction
of images. These techniques were successfully used for insect
pests and diseases for cotton. The most used sensors were cam-
eras, and field sensors such as temperature and humidity sensors.
Future work should apply knowledge models, combined with the
Internet of Things, to monitor and control diseases and insect
pests.
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Abstract 15 

The use of information technology —in agriculture— plays an important role in 16 
Smart-Pest Management. Particularly, Artificial intelligence helps to identify, monitor, 17 
control and make decisions about pests in crops. In this paper, we present a new 18 
metacognitive architecture, called Metacognitive Architecture for a Smart-Pest Management 19 
of Cotton. Especially, this paper presents several contributions: (1) a new architecture that 20 
implements several metacognitive tasks (meta-memory, meta-learning, meta-reasoning, 21 
meta-comprehension, meta-knowledge); (2) a case study of the architecture for predictive 22 
and prescriptive problems, in the context of integrated pest management in cotton; (3) an 23 
integrated approach of data analytics and metacognition in smart systems. 24 
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 28 

1. Introduction 29 

Cognitive Informatics is a multidisciplinary research area that investigates the internal 30 
information processing mechanisms of the brain and natural intelligence (Wang et al., 2018). 31 
Cognitive Computing is an emerging paradigm of Artificial Intelligence (AI), based on 32 
Cognitive Informatics, which implements computational intelligence by autonomous 33 
inferences and perceptions, mimicking the mechanisms of the brain and natural intelligence  34 



 

2 

(Wang et al., 2018). According to Cox & Raja (2007), to be an intelligent system should have 35 
three cognitive processes (planning, understanding and learning), and a metacognition 36 
mechanism to control and monitor of such cognitive processes.  37 

Metacognition is cognition about cognition (Cox, 2005) and, this term in AI, refers 38 
to the ability of an intelligent system to monitor and control its own learning and reasoning 39 
processes (Caro et al., 2014; Cox & Raja, 2011). Metacognitive processes —such as 40 
monitoring, controlling and goal setting— are related to cognitive processes; therefore, they 41 
should be an integral part of a cognitive architecture (Sun et al., 2006). 42 

A cognitive architecture refers to the structure of the human mind and to its 43 
computational instantiation in the fields of AI and computational cognitive science (Lieto, 44 
2021). Metacognitive architectures differ from cognitive architectures in that the agent itself 45 
is the referent of the cognitive processing; however, both represent knowledge and memory 46 
to store domain content and their processes (e.g., of knowledge acquisition) (Langley et al., 47 
2009; Sun, 2009). 48 

Metacognitive architectures offer the following advantages to intelligent agents: (1) 49 
greater autonomy in decision-making (Cox & Dannenhauer, 2017; Paisner et al., 2014); (2) 50 
fault tolerance since the system can identify faults and fix them without human intervention 51 
(Cox & Raja, 2011; Kennedy & Sloman, 2002); and (3) a better response to unexpected 52 
events or to situations for which they were not designed (Paisner et al., 2014).  53 

In this paper, we focus on the application of metacognition in agriculture, in 54 
particular, to cotton. In particular, smart agriculture (SA) plays an important role in cotton 55 
crops, including the detection and control of insect pests and diseases (Toscano-Miranda et 56 
al., 2022). SA uses the interrelationship of (1) sensor-network technology, (2) grid-57 
computing technology, (3) context-aware computing technology, and (4) AI, in order to 58 
manage the agriculture process (Aqeel-Ur-Rehman & Shaikh, 2009).  59 

SA includes strategies of integrated pest management (IPM), which seeks to 60 
minimize the environmental impact of pesticide application, and reduce risks to human and 61 
animal health (FAO, 2017; Simberloff & Rejmanek, 2011). IPM is based on very important 62 
aspects, such as the prevention and monitoring of pests and diseases, which today are being 63 
assisted by detection equipment and AI techniques.  64 

One of the main problems faced by IPM, in cotton cultivation, is the boll-weevil 65 
control (Ben Guerrero et al., 2020; Coelho et al., 2016; Grigolli et al., 2017). Boll weevil 66 
(Anthonomus grandis grandis) is an insect that feeds on the squares (a part of the developing 67 
cotton fruit) and bolls of the cotton plant, and causes huge losses in cotton crops (Ellis & 68 
Horton, 1997).  Recent work has demonstrated the positive effects of IPM to control boll 69 
weevil in cotton cultivation (Alves et al., 2020). Toscano-Miranda et al. (2022) showed a 70 
research opportunity related to boll weevil and smart traps to determine how the pest spreads 71 
and to place geo-spatially the traps optimally.  72 
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Cognitive architectures have been applied to the domain of agriculture. As an 73 
example, Agostini et al. (2017) presented a cognitive architecture for automatic gardening, 74 
which is composed of a decision-making framework with robotics techniques for sensing and 75 
acting to autonomously treat plants. However, nowadays, to the best of our knowledge, there 76 
is no metacognitive architecture applied to the prediction and prescription of an adequate 77 
control of boll weevil in cotton crops. Therefore, a contribution of this paper is to define a 78 
metacognitive architecture to make predictions and prescriptions for boll weevil. 79 

The aim of this paper is to specify a metacognitive architecture to improve cotton 80 
agriculture. The contributions of this article are the following: 81 

● A new architecture, called Metacognitive Architecture for Smart-Pest Management of 82 
Cotton (MASMC), which: 83 

○ Provides autonomous interactions among its three levels and the cognitive and 84 
metacognitive tasks to solve complex problems;  85 

○ Uses all metacognitive tasks (meta-memory, meta-learning, meta-reasoning, 86 
meta-comprehension, meta-knowledge);  87 

○ Includes metacognitive mechanisms for meta-reasoning that allows autonomy in 88 
decision making;  89 

○ Includes a metacognitive cycle to detect failures in problem-solving and to 90 
comprehend what happened;  91 

○ Makes an introspection to understand where a failure is located in case of an 92 
unexpected failure of reasoning strategies;  93 

○ Allows the interaction of different technologies —such as data analytics and 94 
metacognition— to improve cotton agriculture. 95 

● A case study that shows the application of MASMC to predict and prescribe an adequate 96 
control of the boll weevil in cotton crops.  97 

The rest of this paper is organized as follows. Section 2 presents the related works. 98 
Section 3 describes a case study for the management of the boll weevil in cotton crops using 99 
MASMC. Section 4 shows a comparison with previous works. Finally, Section 5 presents the 100 
conclusions and future work directions. 101 

2. Related works 102 

This section presents a brief state-of-the-art of cognitive and metacognitive 103 
architectures. There are several metacognitive architectures defined before, some of them are 104 
the Metacognitive Integrated Dual-Cycle Architecture (MIDCA), the Connectionist 105 
Learning with Adaptive Rule Induction On-line (CLARION), Meta-Asking Questions and 106 
Understanding Answers (Meta-AQUA) and State, Operator, And Result (SOAR). CLARION 107 
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(Sun, 2006; Sun et al., 2006) is a theoretical framework with meta-cognitive mechanisms to 108 
(1) monitor, (2) control, and (3) regulate cognitive processes. Meta-AQUA (Cox & Ashwin, 109 
1999) is one of the first cognitive architectures. SOAR (Laird et al., 2012) is the first 110 
cognitive architecture integrated with real robots, and supports adaptive cognitive robotic 111 
agents. SOAR provides representations of memories for the short-term and long-term 112 
knowledge for decision making.  113 

MIDCA (Cox et al., 2016) is a metacognitive, integrated, dual-cycle (object and meta-114 
levels) architecture that has the capacity to act in a dynamic environment and manage 115 
unexpected events, planning and executing  in unexpected situations. MIDCA integrates 116 
characteristics of Meta-AQUA. The metacognitive module of MIDCA uses a higher-level 117 
symbolic representation, which is opposed to CLARION that uses a sub-symbolic 118 
mechanism.  119 

After MIDCA, three other architectures appeared. Agostini et al. (2017) presented a 120 
cognitive architecture for automatic gardening, which can autonomously treat plants. 121 
Cognitive ARchitecture for IntelligeNt Agent (CARINA) (Caro et al., 2019) is a 122 
metacognitive architecture to monitor and control reasoning failures in AI agents. In 123 
Particular, CARINA is an instance of Metamodel Supporting Metacognition (MISM) (Caro 124 
et al., 2014). MISM covers a broad range of commonly referenced concepts of metacognitive 125 
models in AI. Finally, Abductive-Deductive Cognitive Architecture System Planned and 126 
Reactive (AD-CASPAR) (Longo & Santoro, 2020) is a cognitive architecture leveraging 127 
natural-language processing and first-order logic inference. AD-CASPAR can reason on 128 
queries using abduction as a pre-stage of deduction. 129 

The architecture introduced in this article, MASMC, is an extension of CARINA; 130 
therefore, MASMC inherits most of its characteristics. There are three main differences 131 
between MASMC and CARINA. First, MASMC includes a ground level to deal with in-site 132 
and remote sensing. Second, MASMC’s ground level is designed —specifically— to deal 133 
with insect pests and diseases in cotton crops.  Third, meta-comprehension is defined in detail 134 
in MASMC, and it was not considered in CARINA. 135 

3. Proposed architecture 136 

This section presents the Metacognitive Architecture for Smart-Pest Management of 137 
Cotton (MASMC). MASMC implements cognition and metacognition through 138 
metacognitive tasks. There are three main levels in MASMC: (1) ground-level, (2) object-139 
level, and (3) meta-level (see Figure 1). The ground level involves interactions with the 140 
environment, for which it is integrated by several sensors. Object and meta-levels correspond 141 
to the information processing involved in metacognition, according to (Nelson & Narens, 142 
1990). MASMC allows autonomous interactions among the three cognitive levels and the 143 
metacognitive tasks to solve complex problems. 144 
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MASMC is an AI framework of a cognitive agent. Using MASMC, a farmer can 145 
define a goal for the agent (its object-level) to solve a problem. This problem will be solved 146 
using cognitive tasks. A cognitive task is the skill of an intelligent agent to process new 147 
information (i.e., acquire and use knowledge). Cognitive tasks allow agents to recall 148 
information from memory to be used in the same or similar situations (Kester & Kirschner, 149 
2012). Meta-cognitive tasks are monitoring and controlling, all the time, what the object-150 
level does. Therefore, the meta-level improves the cognitive tasks of the object-level.   151 

The levels of MASMC are explained with examples for the management of boll 152 
weevil. In this case study, a farmer has a cotton crop affected by Boll weevil. The farmer 153 
wants to know the behavior of the pest, monitor it, and control it. The farmer may ask the 154 
cognitive agent about some of its tasks. Tasks can be to describe, diagnose, predict or 155 
prescribe (knowledge models). The cognitive agent sends the information to the object-level 156 
through the cognitive sensors. When the meta-level and object-level finish the cognitive 157 
cycle, the results are communicated to the farmer through the cognitive sensors (see Figure 158 
1).  159 

MASMC is used to make predictions and prescriptions to control boll weevil in cotton 160 
crops. To describe the case study, we used the Methodology for the development of Data 161 
Mining applications based on an organizational analysis (MIDANO) methodology (Pacheco 162 
et al., 2014). MIDANO is useful to implement autonomous cycles of data analysis (Aguilar 163 
et al., 2022; Vizcarrondo et al., 2017). MIDANO contains three phases. (1) Identification of 164 
sources for knowledge extraction in an organization. In this case study, we obtained data of 165 
pheromone traps of boll weevil from the Colombian Agricultural Institute (ICA) and data of 166 
climatic variables from the Colombian Institute of Hydrology, Meteorology and 167 
Environmental Studies (IDEAM). (2) Data preparation and processing. In this stage, we 168 
cleaned and combined the datasets, and analyzed them. Finally, (3) Development of tools for 169 
data mining. In this stage, for our case study, we instanced the metacognitive architecture.  170 

Below we describe the levels of MASMC using as case study the definition of a 171 
prescription model for boll weevil. A prescription model for boll weevil must 172 
comprehensively manage the following controls: (1) soka destruction, (2) micro and macro 173 
application of chemicals, (3) pheromone traps and, (4) boll-weevil killing tubes, among other 174 
aspects. An adequate prescription configuration is a goal that a smart autonomous system 175 
must face. In our case, it does so through the communication of the three levels —ground 176 
level, object-level and meta-level— until a solution is delivered to the farmer. 177 

 178 
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 179 
Fig 1. Metacognitive Architecture for Smart-Pest Management of Cotton 180 

(MASAC).  181 
 182 

3.1 Ground Level 183 

MASMC receives the information of the environment, from the ground-level, using 184 
pheromone traps, sensors, and cameras, or any combination of them. Thus, the ground-level 185 
takes the information from the environment about the pests or diseases using sensors, such 186 
as humidity sensors, leaf-wetness sensors, soil sensors, temperature sensors, cameras, 187 
pheromone traps or spectroradiometers. After, the ground level sends the information through 188 
the Internet to the cognitive agent. Finally, the cognitive agent waits for the requirements of 189 
the farmer. As an example, when the farmer needs to make a diagnosis of the boll weevil, 190 
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MASMC needs to (1) count them, (2) classify them (red or black) and, (3) differentiate them 191 
from other species. In what follows, these tasks are explained: 192 

 193 
● Count: Determines the quantity of boll weevils that has been captured with 194 

pheromone traps.  195 
● Classify: When the boll weevils are captured, they are classified into two categories: 196 

red or black.  The reds are young and the black are in the procreation stage.  197 
● Differentiate: Determines if other species have migrated from other regions.  198 

 199 
Finally, since the farmer has asked the cognitive agent to diagnose the insect pest, 200 

and then make a prediction and prescription model, these processes continue at the object 201 
level, which is explained in the next section. 202 

Also, this level has actuators. An actuator is a device that modifies the state of the 203 
environment as a result of a decision of the cognitive system. Therefore, sensors and actuators 204 
allow monitoring and control at the ground level (Abioye et al., 2021; Ojha et al., 2015; 205 
Talavera et al., 2017). 206 

 207 

3.2 Object-Level 208 

Object-level refers to specific components of cognitive functions —such as cognitive 209 
tasks related to learning, reasoning, knowledge, memory and comprehension. The object-210 
level uses the information from the environment to generate behaviors, rationally, to achieve 211 
goals for problem-solving (Caro et al., 2015; Cox & Raja, 2011).  212 

Figure 2 shows the general procedure of the object-level. This procedure is called the 213 
cognitive cycle. The object-level acquires new information from the environment through the 214 
ground level (its sensors). To organize this information and the new knowledge generated, 215 
the object level uses the following memories: (1) sensory memory, (2) procedural memory, 216 
(3) semantic memory, (4) episodic memory and (5) working memory.  Sensory memory can 217 
store information from the environment for a very short time (Atkinson & Shiffrin, 1968; 218 
Carlson et al., 2009). Working memory stores information to perform operations with that 219 
information (e.g., reasoning, planning) (Baddeley, 2003). Long-term memory (LTM) stores 220 
information over time (Atkinson & Shiffrin, 1968; Unsworth, 2010). LTM is subdivided into 221 
episodic memory, semantic memory, and procedural memory. Episodic memory stores 222 
specific past events, situations, and past experiences in a person’ s life or in an agent’s action 223 
history (Cox, 2007; Tulving, 2002). Semantic memory processes ideas and concepts that do 224 
not come from personal experience but from knowledge of the world and facts (Binder & 225 
Desai, 2011; Tulving, 1986). Procedural memory entails how to do things (Cohen & 226 
Bacdayan, 1994).  227 
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The cognitive cycle is defined by the following components: a perception component 228 
to get information from sensory memory; a situation assessment component to process the 229 
information perceived, which is then recognized and categorized; a reasoning component to 230 
make conclusions about the problem; a problem-solving component to solve problems related 231 
to manage a pest in cotton. This component includes planning strategies for diagnostic, and 232 
prediction and prescription models, for the best management of a pest. Finally, an action 233 
component gives an output to the environment to reach a goal. 234 

 235 

 236 
Fig. 2. Object-level components of MASMC.  237 

 238 
In the case study, a cognitive task performed at the object-level is related to the 239 

prediction and prescription to control boll weevil. According to this case study, the farmer 240 
requests to the cognitive system a prescription model for boll weevil control (to decrease the 241 
quantity of boll weevils) in the cotton crop. Figure 3 shows the object-level cognitive process 242 
to perform cognitive tasks in the case study.  243 

To generate the strategies for insect-pest control, in cotton crops, the following steps 244 
are taken. First, the cognitive system reads the Current-Situation Dataset, which contains 245 
boll weevil features (e.g., number of boll weevils and location where they were found), and 246 
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applies a descriptive analysis to generate the Current-Situation Learning Model. The 247 
Current-Situation Learning Model is an overview of the current situation of the insect pest in 248 
the field. Second, the cognitive system makes a prediction about the behavior of the insect 249 
pest in the crop and generates a Future-Situation Learning Model. A Future-Situation 250 
Learning Model is a prediction about the behavior of the insect pest. 251 

The last situation model is used for a prescriptive analysis, where a planner makes 252 
one or several plans. For example, a planner can make a plan with the setting to apply the 253 
most suitable agrochemical. Afterward, the recommender selects the best plan, which is the 254 
output of the prescription recommended to the farmer. The output is used by the Dataset 255 
Generator to generate a prescriptive-process dataset. With this dataset, the agent generates a 256 
Prescription Learning Model.  A Prescription Learning Model is a knowledge model with the 257 
best prescription to manage the pest in cotton. Finally, the cognitive process begins a new 258 
cycle.  259 

The cognitive tasks in this level can be defined as learning, reasoning, knowledge, 260 
memory and comprehension tasks. The learning task uses an algorithm (called Learning 261 
Algorithm) to optimize/create the knowledge models (e.g., prescriptive, descriptive and 262 
predictive). As an example, a genetic algorithm or a neural network can be used to optimize 263 
a prescription model. The Learning Algorithm is the main algorithm that solves the problem 264 
(i.e., it is used to reach the goal of the cognitive system). The function of the reasoning task 265 
is to execute an anytime algorithm, all the time, to detect failures in the learning task. An 266 
anytime algorithm is an algorithm that works parallelly to monitor other algorithms. The 267 
comprehension task makes a reasoning trace (line by line) of the learning task as a story-268 
understanding task, this leads to comprehension and understanding of the information (Cox 269 
& Raja, 2007). A reasoning trace records what the cognitive system did, and detects possible 270 
execution failures (e.g., the cognitive system made two prescriptions but recommended the 271 
least feasible). The knowledge task stores information related to other cognitive tasks.  272 

The memory task aims to read the physical-memory capabilities of the system and 273 
determine if the algorithm can continue (if it has enough memory) or stop (to avoid a memory 274 
overflow). The information that generates the memory task is stored in the Algorithmic 275 
Knowledge Profiles (APK) (Caro et al., 2017). The APK are also called the knowledge of the 276 
world (Caro et al., 2019). APK are used for introspective monitoring in cognitive agents. The 277 
cognitive tasks are carried out through cognitive functions such as perception, recognition, 278 
reasoning, decision making, planning, prediction and communication (Madera-Doval et al., 279 
2018). 280 

 281 
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 282 
Fig. 3. Cognitive process of the object-level for prescriptive cognitive tasks.  283 

 284 
With this preview analysis, the system can respond to what the farmer should do with 285 

the situation described.  286 

3.3 Meta Level 287 

This section contains the main contributions of this metacognitive architecture. The 288 
meta-level controls and monitors the object-level. The meta-level contains precise 289 
instructions to modify the processes that take place at the object-level. The Meta-level 290 
performs the process monitoring of the object-level, and for this, the Meta-level collects 291 
information on the cognitive tasks executing at the object-level.  292 

The rest of this section describes the metacognitive tasks of the meta-level (meta-293 
learning, meta-reasoning, meta-knowledge, meta-memory, and meta-comprehension), and 294 
how they communicate with the object-level cognitive tasks.  The metacognitive tasks are 295 
carried out through metacognitive functions such as identification, and detection, among 296 
others (Madera-Doval et al., 2018). 297 

Meta-learning tasks monitor the learning tasks (see Figure 4). This information is 298 
stored in the meta-knowledge of each cognitive task. Meta-knowledge tasks store the 299 
knowledge about the task that monitors and controls. Meta-reasoning tasks monitor the 300 
reasoning trace (Cox & Raja, 2011). Meta-reasoning tasks determine when an algorithm that 301 
is running in the learning task will be finished, generate a set of learning goals, explain why 302 
the learning goals, and generate a strategy of selection of the algorithms available for solving 303 
a given problem. Meta-memory tasks generate strategies for managing of the memory in the 304 
process of acquisition, retention, and retrieval of information (Nelson & Narens, 1990). 305 
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Finally, the meta-comprehension tasks make an introspection to understand a failure in the 306 
reasoning. 307 

 308 

 309 
Fig. 4. A Cognitive cycle among the object-level cognitive and the meta-level. 310 

3.3.1 Meta-learning tasks 311 

A meta-learning task constantly monitors and controls a learning task; that is, its 312 
parameters must be changed to improve its performance (e.g., the algorithm can need to 313 
define the optimal iteration number, the optimal layer number, among other things). Figure 314 
5 shows the interaction between a learning task, a meta-knowledge task, and a meta-learning 315 
task. Particularly, the meta-level monitors the accuracy and runtime of the learning 316 
algorithms. Also, meta-knowledge collects information about the learning task (meta-data). 317 
Some of this information is its hyper-parameters and properties. Task properties are meta-318 
data about the learning task (e.g., type of learning algorithm required, the goal of the learning 319 
task). Hyper-parameters are the parameters of the learning algorithm of the learning task, 320 
which will be optimized by the meta-learning task. A meta-learning task uses methods that 321 
can be task-dependent or task-independent. An example of a task-dependent method defines 322 
a prescription model specific for the farmer requirement. An example of a task-independent 323 
method is to generate a general procedure to optimize the hyper-parameters of a given 324 
learning algorithm without importance where it will be applied.  325 

 326 
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 327 
Fig. 5. Interactions among a learning task, a meta-knowledge task and a 328 

meta-learning task 329 
 330 

The meta-knowledge task collects information about the learning task (properties and 331 
hyper-parameters, among others), which are the inputs for the meta-learning.  This is 332 
declarative or semantic knowledge (Crowder & Friess, 2011; Tulving, 1986).  333 

In the case study, the task properties can be the information of the algorithm types to 334 
solve a learning task. An example of these algorithms are: neural network, rule-based, 335 
decision tree, random forest and support vector machines (Kandalkar et al., 2014; Shahzadi 336 
et al., 2016; Xavier et al., 2019; Yang et al., 2014). Examples of the goal of the learning task 337 
are classification, prediction or prescription of insect pests.  338 

Regarding hyper-parameters, some examples are, in the case of genetic algorithms, 339 
they need initialization parameters such as initial population, crossover probability, mutation 340 
probability, population size and the number of generations (Pongcharoen et al., 2002). In the 341 
case of neural networks, their initialization parameters are the number of layers and the 342 
number of nodes by layers, among others.  343 

These are examples of information about the learning task that is stored in the meta-344 
level. This knowledge is stored in the meta-knowledge of the learning task. Thus, a meta-345 
learning task can select the best learning algorithm for a given moment. Also, it can choose 346 
the best hyper-parameters of a selected learning algorithm. For example, a meta-learning task 347 
can determine the best hyper-parameters of a neural network and command the object level 348 
to execute it. The aim is to determine the best learning algorithm, with its adequate hyper-349 
parameters, for a learning task.  350 

This represents two important aspects: The cognitive system (1) can choose the best 351 
algorithm for a problem, and (2) decreases the training time, due to the fact that the cognitive 352 
system does not work with training examples, only with the meta-data of the learning 353 
algorithms.  354 
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3.3.2 Meta-reasoning tasks 355 

Meta-knowledge gathers computational performance data to build a profile of the 356 
algorithms to be used by a meta-reasoner. Particularly, when the meta-reasoner has several 357 
strategies (algorithms) to solve a problem (learning task), it takes the meta-data of each 358 
algorithm and chooses the best strategy. Meta-reasoner could involve generating 359 
explanations about the choices for the object-level, and about the effect on ground-level 360 
performance. Facing novel situations, the agent must learn from experience and create new 361 
strategies based upon its self-perceived strengths and weaknesses.  362 

Figure 6 shows the meta-reasoner of the architecture for monitoring and controlling 363 
the object-level. The meta-reasoner is used when the reasoning task fails and is required to 364 
enrich it (Cox & Raja, 2011; Schmill et al., 2011). Meta-reasoner generally analyzes how the 365 
system makes decisions, and returns a set of learning goals after analyzing the reasoning 366 
trace, to improve previous goals. Also, the meta-reasoner must explain why reasoning fails, 367 
and why that result and not others.  368 

 369 

 370 
Fig. 6.  Interaction among a reasoning task, a meta-knowledge task and a meta-371 

reasoning task. 372 
 373 
In general, a Meta-reasoning task must monitor (1) the solution quality, (2) the 374 

prospect for further improvement in solution quality, (3) the cost of doing nothing to continue 375 
reasoning in the search for a new solution, and (4) the expected utility of a solution, among 376 
other things.   377 
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For this case study, we consider that the reasoning algorithm, at the object-level, 378 
found a failure in the process of the learning task. The learning task did not provide adequate 379 
recommendations to control boll weevil with the expected accuracy. Therefore, the reasoning 380 
task generates a plan with several strategies to solve the problem in the learning task. For 381 
example, it includes another learning algorithm or try another combination of hyper-382 
parameters for the current learning algorithms. In case of failure of the plan generated by the 383 
reasoning task, a meta-reasoning task analyzes how the reasoning task made the decision. 384 
Due to the unexpected failure of the reasoning strategy, meta-comprehension makes an 385 
introspection to understand line-by-line where the failure was. 386 

3.3.3 Meta-comprehension tasks   387 

Meta-comprehension is inside a meta-reasoning task, and it is executed when there is 388 
a failure in the reasoning (it is not the expected one) (Cox & Raja, 2007). After the reasoning 389 
trace is sent to the meta-level, meta-comprehension must understand the reasoning trace to 390 
help the meta-reasoning task understand the failure (see Figure 7). An example of a reasoning 391 
trace is: If there is a failure in the prescription then (1) record the failure information, (2) 392 
record the task information. 393 

 394 

 395 
Fig. 7.  Interactions among a comprehension task, a meta-knowledge task, and a 396 

meta-comprehension task. 397 
 398 
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Meta-comprehension makes an introspection to understand, line-by-line, where the 399 
failure was. It performs an introspection of the trace to obtain an explanation of the failure, 400 
called an Introspective Meta-eXplanation Pattern (IMXP). According to Cox & Raja (2007), 401 
an IMXP explains why reasoning fails. The output of meta-comprehension is a new learning 402 
goal to learn from the failure.  403 

As an example, in our case study, one of the limitations of genetic algorithms is how 404 
to choose hyper-parameters such as the size of the population, mutation rate, crossover rate 405 
and the selection method. A meta-comprehension task makes an introspection to understand, 406 
line-by-line, where the genetic algorithm failed and generate a new learning goal. This 407 
learning goal defines a new configuration of parameters, such that the object-level must run 408 
again. Meta-comprehension allows a continuous improvement process.  409 

3.3.4 Meta-memory tasks 410 

Meta-memory refers to any judgment that is made about memory. Memory 411 
monitoring refers to assess the use—during a learning task—of allocated resources. A meta-412 
memory task judges whether the object-level has successfully used the assigned resources. 413 
Thus, meta-memory is responsible for resource allocation decisions and the selection of 414 
relevant assignment strategies (Fairfield et al., 2015). Figure 8 shows the components of the 415 
meta-memory of the architecture to monitor and control the memory in the object-level.  416 

 417 

 418 
Fig. 8.  Interaction among a memory task, a meta-knowledge task and a meta-419 



 

16 

memory task. 420 
 421 
A meta-memory task makes judgments about a learning task and defines strategies to 422 

improve its memory utilization. For this case study, the meta-memory task uses a semantic 423 
memory with an ontology of the insect pests. The memory task (at the object-level) 424 
determines that the learning task has taken a long time to get the results of the boll-weevil 425 
prescription. The learning task did not find the data; therefore, the meta-memory task defines 426 
a strategy; for example, to build an index in memory, for the most frequent cases. Next time, 427 
the learning task will take less time to do the data retrieval. 428 

In general, meta-knowledge tasks are used for the rest of meta-levels. They manage 429 
the information of each metacognitive task. So, meta-learning, meta-reasoning, meta-430 
comprehension, and meta-memory tasks have their own meta-knowledge tasks. 431 

4. Comparison with previous works  432 

In this section, we make a comparison with previous works to show the advantages 433 
of MASMC. Ground-level has the sensors and the mechanisms to send the information to the 434 
object-level. Object-level has cognitive tasks like learning, knowledge, reasoning, 435 
comprehension and memory. Finally, meta-level monitors and controls the object-level with 436 
meta-cognitive tasks such as meta-learning, meta-knowledge, meta-reasoning, meta-437 
comprehension, and meta-memory.  Table 1 shows a comparison of cognitive architectures 438 
with meta-levels.  In Table 1, the only architectures that use all the meta-cognitive tasks are 439 
CARINA and this work.  440 

 441 
Table 1. Comparison of MASMC with previous architectures about meta-cognitive 442 

tasks. 443 
Cognitive Architectures ML MK MR MC MM 

Aqua (Cox & Ashwin, 1999) ✗ ✗ ✓ ✓ ✓ 

CLARION (Sun, 2006; Sun et al., 2006) ✗ ✗ ✗ ✓ ✓ 

MCL (Schmill et al., 2011) ✗ ✗ ✓ ✗ ✓ 

ONE (Singh, 2005) ✗ ✗ ✓ ✗ ✗ 

DMF (Kennedy & Sloman, 2003) ✗ ✗ ✓ ✗ ✗ 

MIDCA (Cox et al., 2016) ✗ ✗ ✓ ✓ ✓ 



 

17 

MAMID (Hudlicka, 2010) ✗ ✗ ✗ ✗ ✓ 

SOAR (Laird, 2008)  N/A N/A ✓ N/A ✓ 

CARINA (Caro et al., 2019) ✓ ✓ ✓ ✓ ✓ 

MASMC ✓ ✓ ✓ ✓ ✓ 

 444 
Abbreviations:  Aqua= Meta-AQUA, MCL= The Meta-Cognitive Loop, ONE = EM-ONE Architecture, DMF = Distributed 445 

Metacognition Framework, Green = Cognitive Vision System, CASPAR = AD-CASPAR, MCAF = Multi-agent Cognitive Architecture 446 
Framework, MAMID = MAMID Cognitive-Affective Architecture, CASC = Cognitive Architecture for Smart Cities, MASMC = Meta-447 
Architecture for Smart-Management of Cotton, ML= Meta-learning, MK = Meta-knowledge, MR = Meta-reasoning, MC = Meta-448 
comprehension, MM = Meta-memory, N/A = Not Available. 449 

 450 
Table 2 shows a comparison of cognitive architectures and their cognitive tasks at the 451 

object-level.  Table 2 shows that Aqua, Clarion, MCL, MIDCA, CARINA and this work use 452 
the five cognitive tasks at the object-level. The other architectures use them partially. On the 453 
other hand, cognitive architectures such as MCAF (Shah, 2018), Green (Boissard et al., 454 
2008), DMF (Kennedy & Sloman, 2003), CASC (Pranaya et al., 2017) have cognitive tasks 455 
(see Table 2), but not meta-cognitive tasks (see Table 1).  456 

  457 
Table 2. Comparison of MASMC with previous architectures about cognitive tasks. 458 

Cognitive Architectures L K R C M 

Aqua (Cox & Ashwin, 1999)  ✓ ✓ ✓ ✓ ✓ 

CLARION (Sun, 2006; Sun et al., 2006) ✓ ✓ ✓ ✓ ✓ 

MCL (Schmill et al., 2011) ✓ ✓ ✓ ✓ ✓ 

ONE (Singh, 2005) ✓ ✓ ✓ N/A ✓ 

DMF (Kennedy & Sloman, 2003) ✓ ✓ ✓ N/A ✓ 

MIDCA (Cox et al., 2016) ✓ ✓ ✓ ✓ ✓ 

Green (Boissard et al., 2008)  ✓ N/A N/A N/A N/A 

CASPAR (Longo & Santoro, 2020) N/A ✓ ✓ N/A N/A 

MCAF (Shah, 2018) N/A N/A ✓ N/A N/A 
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MAMID (Hudlicka, 2010) N/A ✓ N/A N/A ✓ 

CASC (Pranaya et al., 2017)  N/A N/A N/A N/A ✓ 

SOAR (Laird, 2008) N/A ✓ ✓ N/A ✓ 

CARINA (Caro et al., 2019)  ✓ ✓ ✓ ✓ ✓ 

MASMC ✓ ✓ ✓ ✓ ✓ 

Abbreviations:  Aqua= Meta-AQUA, MCL= The Meta-Cognitive Loop, ONE = EM-ONE Architecture, DMF = Distributed 459 
Metacognition Framework, Green = Cognitive Vision System, CASPAR = AD-CASPAR, MCAF = Multi-agent Cognitive Architecture 460 
Framework, MAMID = MAMID Cognitive-Affective Architecture, CASC = Cognitive Architecture for Smart Cities, MASMC = Meta-461 
Architecture for Smart-Management of Cotton, L= Learning, K = Knowledge, R = Reasoning, C = Comprehension, M = Memory, N/A = 462 
Not Available. 463 

 464 
Of the architectures presented above, only MLC and Meta-AQUA define a ground 465 

level. Thus, the main differences between our approach with the previous works are the 466 
following: (1) it uses the ground, object and meta levels in its design, (2) it integrates the five 467 
meta-cognitive tasks (meta-learning, meta-comprehension, meta-reasoning, meta-memory 468 
and meta-knowledge), (3) it has been used in a case study in agriculture to show the autonomy 469 
in decision making for the prescription of pest management strategies and better assistance 470 
to the farmer.  471 

Now, all these cognitive architectures have specific requirements for their 472 
implementation that can be facilitated by using the multi-agent systems paradigm (Terán et 473 
al., 2017). Agent theory has developed mechanisms, methodologies, that are reusable for the 474 
implementation of cognitive architectures, which in the case of MASMC can easily be reused 475 
because it can be seen as a means of managing services for agents (e.g., its cognitive and 476 
metacognitive tasks), something that from the other architectures is more difficult to identify. 477 

5. Conclusions  478 

MASMC is a cognitive architecture extended from CARINA. MASMC integrates 479 
five cognitive functions at the meta-level:  meta-learning, meta-knowledge, meta-reasoning, 480 
meta-comprehension, and meta-memory. The integration is designed to monitor and control 481 
the functions at the object-level to find solutions to problems. Since MASMC is an extension 482 
of CARINA, it inherits most of its characteristics. We recall from the introduction that there 483 
are two main differences between MASMC and CARINA. First, MASMC includes a ground-484 
level to deal with sensing. Second, meta-comprehension tasks were defined. 485 

To show the use of MASMC, we defined a case study to analyze the interactions 486 
among the three levels and their cognitive and meta-cognitive tasks to improve the results in 487 
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the learning tasks for pest management (i.e., situation diagnosis, and prediction and 488 
prescription of proper pest management). Thus, we proved the applicability of the 489 
architecture in integrated pest management (IPM) with the description of the case study. We 490 
showed how to apply descriptive, predictive and prescriptive analysis for the case study. In 491 
particular, we proposed treatments for boll weevil using prescriptive models.  492 

In future works, we plan to implement a part of the architecture in order to define an 493 
autonomous cognitive system for agriculture. For example, we will define a meta-learning 494 
task to define models of weevil behavior for different regions, using the transfer learning 495 
paradigm. Also, we will define a general rule-based diagnostic model that can be adapted to 496 
the context using appropriate metacognitive tasks. Finally, we will integrate our cognitive 497 
architecture with the multi-agent systems paradigm, to take advantage of the existing 498 
modeling capabilities and implementations in agent theory. 499 
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Abstract— Integrated pest management (IPM) seeks to 
minimize the environmental impact of pesticide application. IPM is 
based on two important aspects —prevention and monitoring of 
diseases and insect pests— which today are being assisted by 
sensing and artificial-intelligence (AI).  Particularly, AI helps to 
identify, monitor, control and make decisions about pests in crops. 
In this paper, we present a comparison among five machine-
learning models to classify the population of the boll weevil in 
cotton into three classes: low, medium and high. Weather data 
(average daily rainfall, humidity and temperature) were used to 
classify the population of the boll weevil in the department of 
Córdoba, Colombia. The results showed that XGBoost obtained the 
highest accuracy (88%).  Results showed that it is possible to 
classify boll-weevil populations using weather data. 

Keywords— Data analysis, pest control, insect pest management, 

cotton crop, machine learning, XGBoost, weather  

I. INTRODUCTION 

Cotton (Gossypium hirsutum L.) is the main source of natural 
textile fiber and one of the most important oil crops [1]. Cotton 
contains 49 species distributed throughout most tropical and 
subtropical regions of the world. The world's cotton industry 
represents a multibillion-dollar enterprise, from the production 
of raw fiber to finished textile products [2]. Between 2016 and 
2017, 32.4 million hectares were planted in more than 80 
countries [3]. 

Pests and diseases —in cotton crops— generate large 
economic losses. If they are not controlled in time, that is, at an 
early stage, they can cause an infestation, and decrease the 
production yield and quality of the harvested product [4]. As an 
example, in Brazil, annual losses, in agricultural production, due 
to pests, can reach an average of 7.7%, equivalent to, 

approximately, US$ 17.7 billion [5]. Entomological and 
pathogenic problems are one of the causes of low yields and 
economic losses in cotton crops [6], [7].  

Toscano-Miranda et al. [8]  showed a research opportunity 
related to boll weevils and smart traps to determine how boll 
weevil spreads and where to place the traps. Boll weevil is a pest 
directly affecting cotton production [9]–[11]. Adults feed on 
fruiting forms, leaf petioles and terminal growth [12]. Since 
2000, Colombian Agricultural Institute (ICA in Spanish) 
implemented a strategy to monitor boll weevil (Anthonomus 
grandis Boheman)[13]. This strategy consists of periodically 
checking the number of boll weevils in each trap to know the 
population fluctuation in the country. Weevil captures are made 
using pheromone traps, which have a specific location with 
global positioning system (GPS) coordinates. The updated 
information on the population of the boll weevil helps timely 
decision-making for the management of the pest.  

There is a need to develop computational strategies to help 
detect and classify the presence of boll-weevil in cotton crops, 
to take measures to avoid economic losses. Therefore, the 
objective of this study is to develop a machine-learning model 
to automatically classify the boll-weevil population using data 
collected from pheromone traps and weather data. Cotton 
cultivation in Córdoba, Colombia generates an income for a 
significant number of families [14]. For this reason, Córdoba 
was chosen as a case study for this article. 

II. STATE-OF-THE-ART 

Alves et al. [15] used convolutional neural networks (CNN) 
to classify 13 insect pests, including boll weevil. They used a 



modified deep residual learning (RestNet34*) with images of 
insects. The developed model performed excellently with an 
accuracy of 97.8%.  

Several studies have included AI and traps for insect pests. 
Cho et al. [16] implemented image processing to detect pests in 
a controlled environment like a greenhouse. Martin et al. used 
sticky traps for whiteflies, aphids and trips [17]. Martin et al. 
developed a decision-support system for early pest-detection 
based on video analysis and scene interpretation from multi-
camera data to reduce pesticide use [17]. Martin et al. studied 
whiteflies and aphids in a rose greenhouse. Xia et al. [18] used 
sticky traps to monitor and take samples of whiteflies, aphids 
and thrips in tomato crops.  

Using weather data and its relationship with insect 
population, Skawsang et al. [19] applied artificial neural 
networks (ANN), random forest (RF) and multiple linear 
regression (MLR) to forecast the brown planthopper 
(Nilaparvata lugens) population using weather and host-plant 
phenology factors in rice paddy fields. Nyabako et al. [20] 
developed models to predict P. truncatus infestation and maize-
grain damage. Nyabako et al. considered DT, k-nearest 
neighbors, multi-layer perception, support vector machines 
(SVM) and MLR with weather data, in their study. 

Unfortunately, so far, no studies have included the use of 
pheromone traps for boll weevils, nor the use of weather data 
and ML models to classify the population of boll weevils. 
Therefore, this paper presents a classification model for the boll-
weevil population in cotton. 

III. METHODOLOGY 

Data were obtained from Cordoba, Colombia. In particular, from 
the cities of Cereté, Lorica, Ciénaga de Oro, Montería, Cotorra 
and Valencia. In these cities, there are reports of boll-weevil 
captured by pheromone traps. The readings of pheromone traps 
are done every 15 days. The records from the six cities were 
used; however, after data preprocessing, the records from 
Valencia and Cotorra were removed because of missing values. 

The dataset has records from May 2013 to May 2016. Data 
was gathered by the ICA. The dataset has 13,585 samples (Table 
1). Each record has the following features: city, route, trap code, 
name, GPS, date of reading, the entity performing the reading, 
crop stage, red boll weevils, black boll weevils, category, 
average daily rainfall, humidity, maximum temperature and 
comments. The red boll weevils are the youngest and the black 
weevils are the ones that can procreate. Weather data (rainfall, 
humidity, and maximum temperature) were obtained from the 
Institute of Hydrology, Meteorology and Environmental Studies 
(IDEAM in Spanish). In data processing, trap captures were 
merged with weather data. 

According to [13], [21], [22], the ideal conditions for the boll 
weevil are temperatures between 24 °C and 28 °C, and humidity 
between 60% and 90%. According to Villarreal et al. (2005), a 
heavy rainy day can also negatively affect the weevil population. 
In the dataset, the values for rainfall were between 0 mm and 
17.12 mm (mean of 3.3 with a standard deviation of 3.38), 
relative humidity was between 68.39% - 89.84%, (mean of 79.5 
with a standard deviation of 4.7) and maximum temperature was 

between 31.30 °C and 37.25 °C (mean of 33.5 with a standard 
deviation of 1.2). 

TABLE I.  QUANTITY OF SAMPLES FOR EACH CITY OF CÓRDOBA 

City Total 

Cereté 6,015 
Lorica 1,800 
Ciénaga de oro 985 
Montería 1,162 
Cotorra 1,928 
Valencia 1,693 
Total in Córdoba 13,585 

 
Data processing removed rows that did not have all complete 

data, and removed outliers for humidity, rainfall, temperature, 
and the number of red and black boll weevils. After processing, 
the number of samples was 6,785. 

The number of red and black boll weevils were converted 
into classes using data ranges. The boll-weevil population was 
grouped as follows: low (0 to 4), medium (5 to 20), and high (> 
20). These ranges were given by the ICA. The distribution of 
classes for boll-weevil risk was unbalanced (Table 2). For this 
reason, SMOTE oversampling was used [23]. In addition, data 
were standardized. However, Ciénaga de Oro and Montería 
were not oversampled because they had few samples of the high 
class of red weevils. 

TABLE II.  DISTRIBUTION OF CLASSES FOR BOLL WEEVIL IN CORDOBA 

Class Red boll weevils Black boll weevils 

Low (0 to 4), 6,456 4,701 
Medium (5 to 20) 304 1,244 
High (> 20). 83 808 

 

To select meaningful features, the feature importance of 
random forest was used. The following features were 
considered: maximum temperature, humidity, rainfall and city. 
The results showed that maximum temperature was the most 
relevant and the least relevant was the city (Figure 1).  

 
Fig. 1. Results of feature importance using random forest. 

Finally, the dataset was divided into 80% for training and 20% 
for testing. We used cross-validation to find the best 
hyperparameters in each model developed. The evaluation 



metrics used were accuracy and F1. 80%-20% has been used due 
to the low number of data. 

IV. RESULTS 

In this section, experimental studies are explained and a 
study case is presented. Five techniques were tested: Extreme 
Gradient Boosting (XGBoost), SVM, ANN, RF and DT. They 
were selected because (1) they are techniques that have shown 
good performance on structured data, and (2) according to the 
literature review  [8], they are the most widely used techniques 
for the classification of structured data. The classification 
models were tested separately (for red and black boll weevils). 
The experiments were carried out with three weather features: 
rainfall, maximum temperature and humidity. 

A. Experimental studies 

The results showed that the best algorithm was XGBoost, 
outperforming SVM, ANN, RF and DT (see Table IV). Table 
III shows the comparison of the best hyperparameters for each 
model. The hyperparameters were calculated using 10-fold 
cross-validation. The evaluation metrics used were accuracy and 
F1. 

TABLE III.  THE BEST HYPERPARAMETERS FOR EACH ALGORITHM FOR 
RED AND BLACK BOLL WEEVILS 

Algorithm Best hyperparameters 

XGBoost Mtry = 1 
Minimum n = 39 
Tree depth = 13 
Learn rate = 0.0459 
Loss reduction = 0.0189 
Sample size = 0.973 

SVM Kernel: radial-based kernel 
C = 1000 
gamma = 0.01 

ANN 512 units in hidden layer. 
Alfa = 0.01 
Relu activation function 
Adam as optimizer 

RF Number of estimators = 1522 
Minimum samples to split = 5 

DT Maximum depth = 15 
Minimum samples to split = 2 

Abbreviations: ANN = Artificial neural network (multilayer perceptron), SVM = Support Vector Machines, 
RF = Random Forest, DT = Decision Trees, XGBoost = Extreme Gradient Boosting (trees). 

B. Study case 

Of the models tested for red boll weevils, XGBoost obtained 
the best results with an 82% of accuracy and ANN was the worst 
(70%) (see Table IV). The results of RF and DT were very 
similar to XGBoost (probably because XGBoost is based on 
trees). All the models, except ANN, had over 80% of accuracy; 
however, the accuracy to predict black boll weevils was lower, 
always below 60%. 

 

 

 

 

 

TABLE IV.  RESULTS OF FIVE CLASSIFICATION MODELS USING RAINFALL, 
HUMIDITY AND MAXIMUM TEMPERATURE  

Model Red boll weevils Black boll weevils 

Accuracy F1-Score Accuracy F1-Score 

Training Test Training Test Training Test Training Test 

XGBoost 0.82 0.82 0.82 0.82 0.60 0.60 0.59 0.59 

SVM 0.80 0.80 0.80 0.80 0.51 0.51 0.51 0.51 
ANN 0.70 0.70 0.70 0.70 0.47 0.47 0.47 0.47 
RF 0.81 0.81 0.81 0.81 0.58 0.58 0.58 0.58 
DT 0.81 0.81 0.81 0.81 0.58 0.58 0.58 0.58 

Abbreviations: XGBoost = Extreme Gradient Boosting (trees), RF = Random Forest, SVM = Support 
Vector Machines, ANN = Artificial Neural Networks, DT = Decision Trees. 

Experiments were also conducted using only rainfall for the 
whole department of Cordoba and for each of the cities. The 
model was applied to all Cordoba and to each of the cities. 
Results showed that the model had less accuracy using a single 
feature than using the three features (see Tables V and VI). 

TABLE V.  RESULTS OF THE MODEL OF CLASSIFICATION USING 
XGBOOST ALGORITHM AND RAINFALL  

City Red boll weevil Black boll weevil 

Accuracy F1-Score Accuracy F1-Score 

Training Test Training Test Training Test Training Test 

Córdoba 0.75 0.74 0.75 0.73 0.57 0.56 0.57 0.55 
Cereté 0.67 0.65 0.67 0.65 0.52 0.49 0.52 0.49 
Lorica 0.78 0.73 0.78 0.73 0.60 0.56 0.60 0.56 

Ciénaga FoO FoO FoO FoO 0.69 0.64 0.69 0.64 
Monteria FoO FoO FoO FoO 0.82 0.70 0.82 0.70 

Abbreviations: XGBoost = Extreme Gradient Boosting, FoO= Fail on oversample. 

 

Since XGBoost gave the best results, and maximum 
temperature was the most significant feature, new experiments 
were carried out using only maximum temperature (see Table 
VI). Accuracy and F1 for the red boll weevils —on the training 
dataset— were improved from 82% using the three features to 
83% using only maximum temperature. This means there is 
overfitting. 

TABLE VI.  RESULTS OF XGBOOST, FOR RED AND BLACK BOLL WEEVILS, 
USING THE MAXIMUM TEMPERATURE 

Model Red boll weevils Black boll weevils 

Accuracy F1-Score Accuracy F1-Score 

Train Test Train Test Train Test Train Test 

XGBoost 0.83 0.79 0.83 0.79 0.62 0.59 0.62 0.59 
Abbreviations: XGBoost = Extreme Gradient Boosting (trees). 

XGBoost was also used with the three features for each city 
(see Table VII). In this case, results showed that accuracy was 
better for Lorica, Ciénaga de Oro and Cereté with black boll 
weevils, and for Lorica with red boll weevils. Similar results 
were found for Cereté for red boll weevil. A model trained with 
data from all Córdoba (including the samples of Cereté, Lorica 
and Ciénaga de Oro) gave less accuracy for red and black boll 
weevils. Ciénaga de Oro failed due to oversampling (the number 
of captures was mainly in the low class). Montería did not have 
the three features: it only had available maximum temperature 
and rainfall. 

 

 

 



TABLE VII.  XGBOOST MODELS FOR CLASSIFICATION USING MAXIMUM 
TEMPERATURE, RAINFALL AND HUMIDITY 

Model Red boll weevil Black boll weevil 

Accuracy F1-Score Accuracy F1-Score 

Train Test Train Test Train Test Train Test 

*Córdoba 0.82 0.82 0.82 0.82 0.60 0.60 0.59 0.59 
Cereté 0.78 0.77 0.78 0.77 0.57 0.52 0.57 0.52 
Lorica 0.88 0.88 0.88 0.88 0.66 0.58 0.66 0.58 

Ciénaga 
de Oro 

FoO  FoO FoO FoO 0.71 0.69 0.71 0.69 

Monteria NH NH NH NH NH NH NH NH 
*Córdoba (included Cereté, Lorica, and Ciénaga de Oro). Abbreviations: XGBoost = 
Extreme Gradient Boosting, FoO = Fail on oversample, NH = No humidity. 

Taking into account previous results, a final experiment was 
made. In this case, using models with the highest accuracy: 
Lorica for red boll weevils and Montería for black boll weevils. 
These models were tested for all the other cities to determine if 
the best model of one city could make a better classification for 
other cities. Unfortunately, accuracy decreased: Cereté 
decreased from 77% to 48% for red boll weevils, and from 52% 
to 29% for black boll weevils.  

V. CONCLUSIONS AND FUTURE WORK 

Weather data (rainfall, humidity, and temperature) were 
used to classify the population of the boll weevil by classes for 
Córdoba, Colombia. The model that had the best accuracy was 
XGBoost compared to the other five algorithms. The 
temperature was the feature with the highest importance 
(analyzed using RF). Results showed that it is possible to 
classify a boll-weevil population using weather data.  

A first simulation was carried out with the objective to 
determine which was the algorithm with the best performance. 
The algorithms tested were XGBoost (the best), SVM, ANN, 
RF, and DT. A second simulation was carried out to determine 
the precision using the rainfall variable, data from the 
department and cities. In this case, it was observed that the 
precision decreased. A third simulation was done to determine 
the accuracy using the maximum temperature variable. The 
results were better, and therefore, the maximum temperature 
was more significant than the rainfall. A fourth simulation was 
carried out to compare the results by cities using the three 
features (rainfall, humidity, and maximum temperature). The 
combination of three features improved the previous results in 
three cities (Lorica, Ciénaga de Oro, and Cereté with black boll 
weevil). In another city (Cereté with red boll weevil), they were 
similar, and in another (Montería), the results could not be 
verified because this city has not these variables. A fifth 
simulation was carried out, in which the objective was to 
determine how the best city model (with the highest precision) 
behaved when entering the data of the cities with less precision. 
Unfortunately, the accuracy dropped drastically.  

Finally, it is concluded that 1) the combination of the three 
variables of weather data provided greater precision to the 
classification model, and 2) the information of the worst cities 
cannot predict using the model of the best city. 

In future works, we plan to integrate this work with an 
autonomous cognitive system for agriculture as part of a 
metacognitive architecture.  We will define a meta-learning task 
to define models of weevil behavior for different regions, using 
the transfer learning paradigm. Also, we will define a general 

rule-based diagnostic model that can be adapted to the context 
using appropriate metacognitive tasks. Finally, these models 
will integrate our cognitive architecture with the multi-agent 
systems paradigm, to take advantage of the existing modeling 
capabilities and implementations in agent theory. 
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Abstract:  15 

 16 

CONTEXT 17 

Properly managing the cultivation of cotton is essential because it directly impacts the 18 

amount of cotton that is produced. 19 

 20 

OBJECTIVE 21 

The aim of this work is the proposal of a fuzzy classification system for diagnosis-prediction 22 

tasks of the cotton crop yield.  23 

 24 

METHODS 25 

We used a soft computing method to handle/describe experts’ knowledge. Seven input 26 

variables (attack level of the red boll weevil, attack level of the black boll weevil, crop stage, 27 

rainfall, fertilizer, pheromone traps, and boll-weevil killing tube) were considered in the 28 



 

2 

system to analyze the cotton production. 29 

 30 

RESULTS AND CONCLUSIONS 31 

System tests were carried out on different agricultural scenarios, to determine their robustness 32 

and adaptability. According to the results, the fuzzy system has the capability to generate 33 

outputs that correspond with the experts' evaluations, which can be used to help farmers select 34 

the best practices in cotton crop management, in order to obtain the best yield in a specific 35 

context. 36 

 37 

SIGNIFICANCE 38 

The developed models enhance our capacity to predict crop yields based on climate data, the 39 

soil and pest behaviors, a valuable indicator for decision-making and overall sustainability. 40 

 41 

Keywords: Fuzzy System; Classification System; Cotton; Yield; Diagnostic model; 42 

Predictive model 43 

1. Introduction 44 

Precision agriculture faces significant difficulties in accurately forecasting and 45 

diagnosing crop yield, making it one of the most demanding tasks. Currently, extensive 46 

research in agriculture is being carried out to enhance crop yield predictions and diagnoses, 47 

with the use of machine learning (ML) algorithms (Lobell et al., 2013; Obsie et al., 2020; 48 

Wang et al., 2018). The significance of predicting/diagnosing cotton yield in agricultural 49 

areas lies in its potential to enhance cotton crop management practices. Several techniques 50 

of Artificial Intelligence (AI) have been used to face the challenge to predict/diagnose crop 51 

yield. We focus on fuzzy classification systems (FCS).  The use of FCS, a soft computing 52 

technique that replicates the way humans reason and make decisions, has become prevalent 53 

in modeling complex systems. To obtain FCS, experts are consulted to determine the input 54 
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variables of the system and define the cause-and-effect relationship among the variables 55 

using the 'if-then' rules (Cerrada et al., 2005). 56 

FCS has been used in many different scientific fields for modeling and decision-57 

making. For example, recently in transportation, for predicting the speed limits on Brazilian 58 

highways (Lanzaro & Andrade, 2022); in medicine, for diagnosing child anemia (Boadh et 59 

al., 2022); for predicting chronic kidney diseases (Hamedan et al., 2020); in business, for 60 

recommendation about consumer preference (Mandal et al., 2021); in social science, for 61 

improving students’ learning performances (Hwang et al., 2020). On the other hand, expert 62 

systems have been proposed in agriculture for decision-making and decision-support tasks 63 

(Toscano-Miranda, Toro, et al., 2022). More specifically, expert systems have been 64 

developed and applied in different fields of agriculture to give advice and make management 65 

decisions (Mansour & Abu-Naser, 2019; Mendes et al., 2019; Salman & Abu-Naser, 2019). 66 

On the other hand, for crop yield prediction, some studies have demonstrated the 67 

validity of using variables such as fertilizers (Mourhir et al., 2017; Prabakaran et al., 2018), 68 

and climatic data (Holzman & Rivas, 2016; Maskey et al., 2019; Obsie et al., 2020). Also, 69 

the variables rainfall, humidity, and temperature are useful to predict the attack level of the 70 

boll weevil (Toscano-Miranda, Hoyos, et al., 2022). However, so far there are no studies that 71 

integrate the above variables with the level of pest attack, crop stages, and techniques for pest 72 

monitoring and control. In this work, we included the variables pheromone traps and boll-73 

weevil killing tube that are used to monitor and control the boll weevil, and the variable 74 

fertilizer that helps with soil conditions. All the previous variables are related to the right 75 

management at a specific crop stage, in this way, these variables together help to the 76 

diagnosis/prediction of crop yield.  77 

This work aims to apply a soft computing technique, specifically FCS, to build a 78 

diagnosis/predictive model useful to infer the cotton yield in the smart agriculture context. 79 

The contributions of this work are the following:  80 

• An adaptive model based on an FCS for the diagnosis/prediction of cotton yield, validated 81 

by experts, with a very low error rate;  82 

• An approach for the management of uncertainty based on the fuzzy variables of the 83 

context;  84 
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• An integration scheme with a previous work (Toscano-Miranda, Hoyos, et al., 2022) that 85 

determines the classification of the population of pests (boll weevil) as the level attack 86 

ate the cotton crop, used as an input variable in this investigation;  87 

• The simultaneous utilization of climatic variables, level attack of pests, information on 88 

fertilizers and crop stage, and techniques for the monitoring and control of pests. Our 89 

results show that the use simultaneous of these variables leads to good yield 90 

prediction/diagnosis. 91 

The rest of the paper is organized as follows: Section 2 surveys the works related to 92 

crop yield prediction/diagnosis using AI. Section 3 outlines the development of the FCS for 93 

analyzing cotton yield. Section 4 presents the results of the proposed system, and Section 5 94 

concludes this work by highlighting some of the future directions. 95 

2. Related works 96 

This section explores research that is relevant to the purpose of this study, namely, 97 

the use of AI for predicting/diagnosing crop yields. Papageorgiou et al. (2013) proposed a 98 

yield prediction in apples using a knowledge-based approach with a dynamic influence graph 99 

of Fuzzy Cognitive Maps (FCMs). The authors used main soil factors such as soil texture 100 

(clay and sand content), soil electrical conductivity, potassium, phosphorus, organic matter, 101 

calcium, and zinc. They classified apple yield using an efficient FCM learning algorithm, the 102 

non-linear Hebbian learning, and compared it with the conventional FCM tool and 103 

benchmark machine learning algorithms. 104 

Maskey et al. (2019) investigated the correlation among various weather parameters 105 

related to strawberry yield at the field level, and evaluated yield forecasts using the predictive 106 

principal component regression (PPCR) and two ML techniques: (a) a single-layer neural 107 

network (NN) and (b) a generic random forest (RF). They used eight attributes: two wetness 108 

counts, two wetness minutes, the ambient, canopy and soil temperatures, and the volumetric 109 

moisture. Correlation analysis showed that all parameters were significantly correlated with 110 

strawberry yield, and provided the potential to develop weekly yield forecasting models. In 111 

general, the ML technique showed better skills in predicting strawberry yields when 112 
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compared to the principal component regression. More specifically, the NN provided the 113 

most skills in forecasting strawberry yield.  114 

The climate data also were used by Ali et al. (2018) and Lobell et al. (2013). Ali et 115 

al. (2018) proposed a hybrid genetic programming model integrated with the Markov Chain 116 

Monte Carlo (MCMC) based Copula technique. The climate data included rainfall, mean 117 

monthly temperature, and mean monthly relative humidity, for the years 1981 to 2013. In a 118 

similar way, Lobell et al. (2013) used non-linear regression for the prediction of maize yield. 119 

The authors showed that there was a strong negative yield response to temperatures above 30 120 

ºC, and a relatively weak response to the seasonal rainfall. 121 

In addition to climatic data, Obsie et al. (2020) used data generated by the Wild 122 

Blueberry Pollination Model to predict the best yield. Obsie and colleagues used Multiple 123 

linear regression (MLR), boosted decision trees (BDT), RF, and extreme gradient boosting 124 

(XGBoost). They found that clone size, honeybee, bumblebee, Andrena bee species, Osmia 125 

bee species, maximum upper-temperature ranges, and the number of days with precipitation, 126 

were the best predictor variables. The results showed that the XGBoost outperformed other 127 

algorithms in all measures of model performance for predicting the yield of wild blueberries. 128 

On the other hand, Ranjan & Parida (2019) employed Sentinel-based both optical 129 

(Sentinel-2B) and SAR (Sentinel-1A) sensors data for paddy acreage mapping. The authors 130 

used RF classification technique for the paddy acreage mapping. A simple linear regression 131 

yield model was developed for predicting yields. Wang et al. (2018) also used remote sensing 132 

data. They applied Deep Transfer Learning for predicting soybean crop yields. The transfer 133 

learning was applied from Argentina’s data to Brazil’s data because Brazil had a smaller 134 

amount of data. They used the imagery of the Moderate Resolution Imaging 135 

Spectroradiometer (MODIS) satellite, which was processed with the long short-term memory 136 

(LSTM) recurrent NN.  137 

Thus, there is a lot of interest in this area, as has been pointed out by (Klompenburg 138 

et al., 2020). In the scope of this work, which seeks to develop an FCS for crop yield 139 

prediction/diagnosis, there are not many works. The closest work is that of Papageorgiou et 140 

al. (2011), which used FCM with variables related to the soil. However, our proposal shows 141 

the possibility of integrating other contextual variables that have not been included so far for 142 
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crop yield prediction/diagnosis. In addition, for the yield management of cotton crops, no 143 

papers were found. 144 

Therefore, to our knowledge, there are no studies a) that simultaneously perform a 145 

diagnosis/prediction of cotton crop yields; b) that integrate different models of knowledge to 146 

characterize the context (in this work, our FCS with the work (Toscano-Miranda, Hoyos, et 147 

al., 2022) ); c) that simultaneously use different types of variables (climate, behavior of pests, 148 

fertilizers, among others); d) that use adaptive models for the diagnosis/prediction of crop 149 

yields. In this way, our study focuses on these gaps. 150 

3. Process for the Development of the FCS 151 

This section presents the process to build the FCS for the diagnostic/prediction of 152 

cotton yield. For the development of the FCS was used the methodology proposed by 153 

(Buchanan, 1983) (see Fig. 1). This methodology has been previously used for implementing 154 

expert systems (Brüngel et al., 2019; Ele et al., 2014; Grüger et al., 2022).  155 

 156 

 157 

 158 
Fig. 1 Adaptation of Buchanan’s model 159 

 160 

First, let us introduce the concept of fuzzy logic, as it is used in this work. Fuzzy logic 161 

is one of the most useful AI techniques (Navinkumar et al., 2020), used to build FCS with 162 

the skill to simultaneously handle numerical data and linguistic knowledge (Mendel, 1995). 163 
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To build an FCS, it is necessary to define a rule set that represents the business logic. These 164 

rules are written in the next format: IF <x> THEN <y>. With these rules, in our case, we can 165 

determine the conditions of the cotton crop to estimate the possible crop yield.  We can carry 166 

out a diagnosis using the conditions of the cotton crops, and the estimation of the yield of the 167 

crop would be the prediction of its behavior. To define the fuzzy rules, it is necessary to 168 

define the fuzzy variables. Each fuzzy variable is defined by its fuzzy sets, with the 169 

boundaries given by the specific context. 170 

Using these key concepts, the five stages of the methodology of C(Buchanan, 1983) 171 

in our case are: 1) Identification: In this stage, the characteristics of the cotton yield problem 172 

are determined, and the input/output variables were identified for the prediction/diagnosis 173 

tasks (this is described in detail in the Input Variable Analysis subsection of the next section). 174 

2) Conceptualization: The fuzzy sets for each input/output variable are established (this is 175 

described in detail in the Membership Features subsection of the next section). 3) 176 

Formalization: The fuzzy rules for the prediction/diagnosis tasks are designed (this is 177 

described in detail in the Fuzzy Rules subsection). 4) Implementation: The results of the 178 

previous stages (conceptualizations and designs) are computationally implemented (in our 179 

case, we have used the scikit-fuzzy library of Python. This is described in the Defuzzification 180 

subsection). 5) Validation: Finally, at this stage, the FCS (its rules) are validated against 181 

expert opinion (this is described in detail in the Results section). 182 

4. Case study 183 

4.1 Contextualization 184 

Cotton crops located in various regions of Córdoba, Colombia, were considered as 185 

the case study to validate our FCS. These regions involve cities that make up the Sinú Valley 186 

(High Sinú, Middle Sinú and Bajo Sinú) (Trebilcok, 2020). This area is located at 187 

~8°55'33.6"N, 75°48'16.5"W. 188 

Independently of any other circumstance, the water supply associated with the 189 

planting date is determining to a high degree its effect on yields and the general behavior of 190 

the plant. However, the Sinú area has a very extended planting date due to different 191 
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circumstances, being the main crop rotation of the area with the cultivation of corn, which 192 

directly and indirectly is causing an effect on the population dynamics of pests, mainly for 193 

the boll-weevil, which makes it pertinent to study the collateral effects that this situation 194 

implies. The Sinú Valley area is characterized by a high relative humidity sustained during 195 

almost every month of the year, a situation that, together with the high temperature, planting 196 

date, rainfall, and population density, creates the conditions for the development of pathogens 197 

(Trebilcok, 2020). 198 

This work uses the results of the previous work of (Toscano-Miranda, Hoyos, et al., 199 

2022), which gives the classification of the population of pests (boll weevil) with the level 200 

attack at the cotton crop. The predictor variables are temperature, humidity, and rainfall. The 201 

prediction (i.e., the population of red and black boll weevils) is used as input variables of the 202 

FCS. In addition, in the current investigation, we use another 5 input variables: crop stage, 203 

rainfall, fertilizer, pheromone traps, and boll-weevil killing tube. In total, are 7 input variables 204 

to estimate the output variable (crop yield). Also, for the regions that make up the area to be 205 

planted, the space of time is assumed to be more than 60 days (Trebilcok, 2020). 206 

The crop stages included in the FCS were vegetative, flowering, fruiting, harvesting, 207 

destruction of soca, and closing), and the date of planting the cotton in the study region is 208 

around August-September. There are several insect pests in the cotton crops, however, for 209 

this case study, we used data from boll weevil because of the attack severity in this region  210 

(Trebilcok, 2020).  211 

Next, experts were surveyed to gather their viewpoints on various factors linked to 212 

the input variables and cotton yield. The information of the survey was used for the creation 213 

of the membership functions and fuzzy rules (see survey design subsection). Finally, the 214 

system's effectiveness was assessed using multiple performance metrics. 215 

 216 

4.2 Analysis of input variables 217 

A group of professionals was requested to assess the significance of multiple factors 218 

for the diagnosis/prediction of the cotton yield. Their evaluations were documented on a 219 

Likert Scale with five categories that range from weak influence to strong influence. So, the 220 

FCS was programmed with seven selected variables as inputs. These variables include the 221 
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attack level of the red boll weevil, the attack level of the black boll weevil, crop stage, rainfall, 222 

fertilizer, pheromone traps, and the boll-weevil killing tube. 223 

For each input variable, the experts defined numerical ranges for the membership 224 

functions. The selection of these variables was based on experience in cotton crop 225 

management. The information for these variables was obtained by 1) A network of 226 

monitoring of boll weevils implemented by the Colombian Agricultural Institute (ICA), 2) 227 

Pheromone traps used in each cotton crop implemented by the owner, 3) Records of climate 228 

data from the Institute of Hydrology, Meteorology and Environmental Studies (IDEAM), 4)  229 

Records of climate data obtained in each cotton crop implemented by the owner, 5) Records 230 

of the management of each cotton crop implemented by the owner. 6) Crop yields in the area 231 

according to the Colombian Cotton Confederation (CONALGODON). The characterization 232 

of each input variable is as follows: 233 

• Attack level of the red boll weevil: Population of the red boll weevil in the cotton crop. 234 

This data is processed and is the output of the previous work of (Toscano-Miranda, Toro, 235 

et al., 2022), which used an XGBoost algorithm for the classification of the population 236 

of the boll weevil into low (0 to 4), medium (5 to 20), and high (> 20). For this, they used 237 

climate data (temperature, humidity, and rainfall). The presence of the boll weevil must 238 

be monitored and controlled so that the attack level is zero.   239 

• Attack level of the black boll weevil: It is similar to the red boll weevil, but in this case 240 

with blacks. 241 

• Crop stage: Crop stage in the year. The cotton crop has the next stages: vegetative, 242 

flowering, fruiting, and harvesting. Then, it is necessary the destruction of soca, and 243 

during the closed season, another rotation crop is grown (in the context of the case study, 244 

it is usually corn).  245 

• Rainfall: Amount of rain. Three linguistic variables were established: Low, Medium, and 246 

High. The desirable is Medium. 247 

• Fertilizer: Amount of fertilizer used in the crop. Nitrogen, phosphorus, and potassium 248 

(NPK) fertilizers are used. For this case study, the measure used was bulks applied per 249 

hectare. 250 

• Pheromone traps: Number of traps used in the crop. The traps are proportional to the area 251 
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of the lot monitored by an agronomist. The ICA has a minimum size of 1 trap per 250 252 

hectares. 253 

• Boll-weevil killing tube: Number of tubes used in the crop. The tubes are proportional to 254 

the area of the lot monitored by an agronomist. 255 

 256 

4.3 Survey design 257 

A set of questions was designed to collect expert assessments of the state of the crops 258 

and the probable cotton yield per hectare. The expert analyzed several scenarios about the 259 

crop yield of cotton. Scenarios are a combination of data (i.e., input variables) describing a 260 

real context and are used to validate the FCS. The scenarios were presented to the experts, 261 

and they adjusted the scenarios using linguistic variables.  Each input variable has between 262 

two and six linguistic variables. Table 1 displays an overview of the input variables, their 263 

fuzzy sets, descriptions, and ranges. The next section contains a comprehensive explanation 264 

of the variables and ranges. To classify crop yields, experts in cotton cultivation were asked 265 

to sort them into low, medium, or high fuzzy sets, and specify a numeric value between 0 266 

and 6 ton/ha, as is shown in Appendix I. 267 

 268 

 269 

 270 

  271 
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 272 

Table 1 273 

Summary of the input variables. 274 
Input variable Description Fuzzy sets Range 

Attack level of the red 

boll weevil 

Population of the red boll weevil in the 

cotton crop  

Low, Medium, and High [0, 150] 

Attack level of the black 

boll weevil 

Population of the black boll weevil in 

the cotton crop 

Low, Medium, and High [0, 200] 

Crop stage Crop stage in the year Vegetative, Flowering, 

Fruiting, Harvesting, 

Destruction of soca, and 

Closing 

[0, 12] 

Rainfall Amount of rain Low, Medium, and High [0, 17] 

Fertilizer Amount of fertilizer used in the crop Low, Medium, and High [0, 18] 

Pheromone traps  Number of traps used in the crop Absent, Adequate [0, 1] 

Boll-weevil killing tube Number of tubes used in the crop Absent, Adequate [0, 1] 

 275 

Nine scenarios were designed, which are defined by specific values for the 276 

input/output variables. Each variable was defined by a fuzzy value (e.g., low, medium, and 277 

high). Thus, each scenario has a different combination of situations for a crop yield waited 278 

(i.e., low, medium, or high). For example, one of the scenarios is: 15 red boll weevils 279 

(medium attack level), 15 black boll weevils (medium attack level), 0.5 in crop stage 280 

(vegetative), 17 mm of rainfall (high), 1 bulk of fertilizer (low), absent pheromone trap (0), 281 

and absent boll-weevil killing tube (0). This scenario triggers a specific set of rules from our 282 

FCS. 283 

 284 

4.4 Membership functions 285 

Each variable's fuzzy set was defined using triangular, trapezoidal, and Gaussian 286 

membership functions. The triangular function is used for the categorical variables, and the 287 

trapezoidal functions are used for the rests. Incorporating Gaussian functions into fuzzy 288 

systems enhances the ability to capture uncertainty and nonlinearity. 289 

Linguistic variables, their corresponding fuzzy sets, and membership functions were 290 
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constructed based on the responses from experts. The membership functions were generated 291 

for all seven input variables and the output variable, using the same principles as for the input 292 

variables. The same considerations for the input variables were used for the output variable. 293 

Fig. 2 shows examples of different membership functions for several of the fuzzy variables 294 

of our problem. 295 

 296 

 297 
A) Trapezoidal Member Function for the Fertilizer variable. 298 

 299 

 300 
B) Gaussian Member Function for the reds_attack_level variable 301 

 302 

 303 
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 304 
C) Triangular Member Function for the Crop Yield variable 305 

 306 

Fig. 2 Examples of membership functions for different variables of our model. 307 

 308 

Finally, 13 membership functions were designed for the input and output variables 309 

(see Table 2).  For the crop stage, pheromone trap, and boll-weevil killing tube variables, the 310 

Gaussian membership function was not used. This design decision is due to different reasons. 311 

In the case of the crop stage variable, the planting dates are established by the ICA, and 312 

therefore, this question was not asked of the experts. In the case of the pheromone trap and 313 

the boll-weevil killing tube, the options are absent or present. Thus, these three variables 314 

were not included in the survey, whence they do not have a mean and standard deviation to 315 

generate the Gaussian membership function. 316 

  317 
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 318 

Table 2 319 

Membership functions for each fuzzy variable. 320 

 321 
Variable Membership functions 

Red attack level Trapezoidal Gaussian 

Black attack level Trapezoidal Gaussian 

Crop stage Trapezoidal   

Rainfall Trapezoidal Gaussian 

Fertilizer Trapezoidal Gaussian 

Pheromone trap Triangular   

Boll-weevil killing tube Triangular   

Crop yield Triangular Gaussian 

 322 

 323 

Particularly, the membership functions were defined using the viewpoints of experts 324 

obtained from the questionnaire. One example of the fuzzy membership functions for the 325 

fertilizer variable, an antecedent input, is illustrated in Fig. 3. Thus, Fig. 3 shows the 326 

membership functions of the fertilizer variable mentioned in Table 2. 327 

 328 

  
 329 

Fig. 3. Example of trapezoidal/Gaussian membership functions for one of the input 330 

variables (fertilizer). 331 

 332 

 333 
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4.5 Fuzzy rules 334 

The fuzzy rules were generated using the responses of the experts. The rules are 335 

represented as IF-THEN. The input variables are antecedents and the crop yield is the 336 

consequent. According to the information in the antecedent, the consequent has a result. 337 

Table 3 shows two examples of the rules designed, which we use to show their behavior in 338 

the inference process using the different membership functions defined in the previous 339 

section. For example, Rule number 1 is: IF the red attack level is High AND the black attack 340 

level is High AND the crop stage is Vegetative AND the rainfall is High AND the fertilizer 341 

is Low AND the pheromone trap is Absent AND the boll-weevil killing tube is Absent THEN 342 

the crop yield is Low. Similarly, rule 2 has a different combination in the antecedent, and as 343 

result the crop yield is Medium. Finally, thirty-eight rules were designed for the system. 344 

 345 

Table 3 346 

Rule structure (Example of two of them). 347 
Rule If             Then 

 

Red 

attack 

level 

Black 

attack 

level 

Crop stage Rainfall Fertilizer Pheromone 

trap 

Boll-

weevil 

killing 

tube 

Crop 

yield 

1 High High Vegetative High Low Absent Absent Low 

2 High High Flowering Low High   Medium 

 348 

4.6 Defuzzification 349 

 The process of obtaining precise outputs (crop yield values) is known as 350 

defuzzification. In this subsection, we show two examples of the defuzzification process 351 

using the rules shown before, once the yield of the crop with said inputs is inferred. The 352 

center of gravity (CoG), also known as the centroid method, was adopted for defuzzification 353 

in this study (Cerrada et al., 2005). This approach uses the value of the output variables 354 

weighted by their membership functions. For example, Fig. 4.B shows the result of the 355 

defuzzification for one of the rules presented in Table 3, for a given set of inputs, with a result 356 

of prediction of Medium (2.88 ton/ha). 357 
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 358 

 
A. Crop yield of 1.23 ton/ha 

 
B. Crop yield of 2.88 ton/ha 

 359 

Fig. 4. Examples of defuzzification of the output variable (crop yield). 360 

 361 

A standard fuzzy Mamdani system was developed using the scikit-fuzzy in Python, 362 

with a total of 38 if-then rules. Multiple sets of membership functions were examined during 363 

the FCS design process. The variables were set with triangular/trapezoidal/Gaussian 364 

membership functions according to Table 2. 365 

5. Results  366 

This section shows the experiments, the use of the surveys, and the scenarios to 367 

evaluate the FCS. The results of the FCS were then compared with the crop yield given by 368 

the experts.  369 

 370 

5.1 Determination of the optimal membership functions for each scenario 371 

The experts were surveyed about the specific values on the low, medium, and high 372 

scales for some variables. The specific value is a number representing the scale. The mean 373 

and standard deviation were calculated for each one. Table 4 shows the survey results for 374 

each fuzzy variable. 375 

Another group of experts was used to validate the information, and they were 376 

surveyed about the specific values on the low, medium, and high scales of some variables. 377 
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The specific value is a number representing the scale. The mean and standard deviation were 378 

calculated for each one. Table 4 shows the survey results for each fuzzy variable. 379 

 380 

Table 4 381 

Survey Results: Experts’ Assessments  382 
Variable 

 

Low Medium High 

Mean Std Mean Std Mean Std 

Attack level of the red boll weevil 3 1.41 16.66 2.35 25 4.08 

Attack level of the black boll weevil 2.66 1.69 15 4.08 25 7.07 

Rainfall 2.66 0.47 6 0.81 12.33 1.69 

Fertilizer 1.66 0.94 5 2.16 10.33 2.35 

Crop yield 1.16 0.23 2.33 0.23 3.83 0.23 

Abbreviation: Std= standard deviation 383 
 384 

The mean and standard deviation were used to generate the Gaussian shape in the 385 

membership function. For each scenario, a triangular/trapezoidal or Gaussian membership 386 

function combination was used. These combinations were for five variables: red weevil 387 

attack level, black weevil attack level, precipitation, fertilizer, and crop yield. The other three 388 

variables (crop stage, pheromone trap, and weevil elimination tube) only have a 389 

triangular/trapezoidal membership function. In this sense, 32 possibilities (25) were generated 390 

for each scenario. In total were generated 288 combinations (9 scenarios x 32 possibilities). 391 

Table 5 shows the best performance using the best combination of the membership function 392 

for each scenario.  In some cases, the trend was triangular/trapezoidal (e.g., scenarios 1 and 393 

6), while in other cases it was Gaussian (e.g., scenario 9). In general, the FCS results are very 394 

close to expert opinion (see the last two columns). 395 

  396 
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 397 
Table 5 398 

Evaluation of the best combination of membership functions. 399 
Scenario Membership Function Expert 

System 

Mean 

Expert 
Input Output 

1 T T T G T T T T 1,236 1,366 

2 T T T G T T T T 1,236 1,633 

3 G G T T G T T T 2,820 2,666 

4 G G T T G T T G 3,831 4 

5 G G T T G T T G 3,831 4 

6 T T T T T T T T 2,880 2,766 

7 G G T T G T T G 1,655 1,5 

8 G G T T G T T G 3,831 4 

9 G G T G G T T G 1,917 1,833 

The input variables are red attack level, black attack level, crop stage, rainfall, fertilizer, pheromone trap, and 400 
boll-weevil killing tube. The output variable is crop yield. T = triangular / trapezoidal membership function; G 401 
= Gaussian membership function 402 
 403 

Finally, the results of the validation experts were compared with those of the experts 404 

who defined the initial rules for the FCS. The comparison is explained in the following 405 

subsection. 406 

 407 

5.2 Evaluation of the estimation capabilities of our FCS 408 

A test was carried out with the best models (formats of the membership functions, see 409 

Table 5) for each scenario, to check whether the results (crop yield) matched the crop yield 410 

established by the experts. For this test, different values of the input variables describing the 411 

different scenarios were evaluated (more than 50.000 entries). The results (i.e., FCS outputs) 412 

were then compared to the crop yield provided by the experts. To do this, the mean of the 413 

responses for each scenario was calculated to arrive at a sole crop yield for each scenario, 414 

which was then compared to the crop yield for each scenario established by the experts that 415 



 

19 

defined the initial rules for the FCS. Thus, the difference between the answers of the experts 416 

and the results of the FCS was evaluated.  417 

 Three measures were used to evaluate the performances of the estimations of our FCS 418 

(see Table 6). We used the Coefficient of Determination (R2), which refers to the percentage 419 

of the variability in the dependent variable that can be explained by the independent variables. 420 

On the other hand, the Mean Squared Error (MSE) was used to evaluate the dissimilarity 421 

between the expert and predicted values. In addition, the Mean Absolute Error (MAE) was 422 

used to calculate the mean absolute difference between the experts and predicted values. R2 423 

ranges from 0 to 1. R2 values that approach 1 are desirable, it means that the FCS obtained a 424 

very good result. For the MSE and MAE, the values are always positive and a value closer 425 

to 0 or a lower value is better. In Table 6, we can see that the error metrics MSE and MAE 426 

are very small, which means very good results.  427 

 428 
Table 6 429 

Evaluation of estimates 430 
R2 MSE MAE 

0.9374 0.0661 0.2154 

 431 

6. Discussion of results 432 

This study defines a FCS with adaptive models (membership functions) for the 433 

diagnosis/prediction of cotton yield, validated by experts, with a very low error rate. In this 434 

study, we take into account the factors that influence crop yields; for example, the presence 435 

of insect pests related to the climate (Toscano-Miranda, Hoyos, et al., 2022; Trebilcok, 2020; 436 

Villarreal et al., 2005), the soil conditions related to the fertilizers (Mourhir et al., 2017; 437 

Papageorgiou et al., 2013), and other techniques to monitoring and control the insect pests 438 

(pheromone traps, boll weevil killing tube). Mendes et al. (2019) and Navinkumar et al. 439 

(2021) used AI techniques to predict the level of water needed to improve crop yields. Thus, 440 

we include the analysis of rainfall levels (low, medium, and high) according to the needs of 441 
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cotton crops at a specific crop stage. As for fertilizers, we include rules that consider their 442 

efficient use according to soil analysis and crop stage.  Moreover, according to Prabakaran 443 

et al. (2018), seasonal factors and pest incidence determine yield and their study can be used 444 

to maximize crop production. Thus, we use also these variables. Our results showed that the 445 

integration of all these variables is useful for the diagnosis/prediction of cotton crop yield. 446 

Papageorgiou et al. (2013) used FCM and soil variables to predict crop yield. Thus, 447 

we found that fuzzy logic can be used to model the experts’ knowledge and thus manages the 448 

uncertainty of the variables of the context. Uncertainties are unavoidable, such as, for 449 

example, climatic data, which we took into account in our proposal. 450 

Unlike Papageorgiou et al. (2013), we use the data generated from expert opinion to 451 

fit the model (particularly, the membership function). Also, compared with variables, the 452 

approach proposed in the current study uses multi variables that cover different aspects of 453 

the crop (pests, stage of the crop, etc.). Other studies used techniques like single-layer neural 454 

networks (Maskey et al., 2019), extreme gradient boosting (Obsie et al., 2020), and Random 455 

Forest (Ranjan & Parida, 2019), but no one of them use adaptative models. Nor do they 456 

consider the data generated from expert opinion to fit the model. 457 

In summary, in Table 7 we present four aspects of comparison. First, whether they 458 

proposed adaptive models for diagnosis/prediction. Second, whether they managed the 459 

uncertainty from the variables of the model or the context. Third, whether they considered 460 

the data that is generated from the opinion of the experts to adapt the model. Fourth, whether 461 

they simultaneously used variables of the climate, pests, fertilizers, and crops. As we 462 

discussed before, our approach is the first to combine these criteria to propose a 463 

diagnostic/predictive approach, which can be extended with the multi-agent systems 464 

paradigm (Aguilar et al., 2007; Terán et al., 2017) to give it more adaptability, extendibility 465 

and autonomy (Vizcarrondo et al., 2017) to the system. 466 

 467 

  468 
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 469 

Table 7 470 

Comparison with other works. 471 
Work Adaptive 

model 

Uncertainty Data  

expert 

CLFCT 

Papageorgiou et al. (2013)  X X X  

Maskey et al. (2019)      

Ali et al. (2018)   X   

Lobell et al. (2013)      

Obsie et al. (2020)   X   

Ranjan & Parida (2019)     

This work X X X X 

Abbreviation: CLFCT= Simultaneous use of Climatic, of pests, of Fertilizer, and of Crop variables. 472 
 473 
Lastly, environmental variables such as soil organic matter, weed coverage 474 

percentage, and tillage system management, which were not explored in this study, might 475 

also explain the diagnosis/prediction of cotton yield observed in this study. 476 

7. Conclusions  477 

An FCS for the diagnosis/prediction of cotton crop yield is proposed in this work. 478 

The results showed that the system manages the experts’ knowledge very well. This FCS has 479 

integrated with the results of previous work and different input variables were considered in 480 

the system (climates, pests and crops, among others). Results show that the fuzzy system can 481 

generate outputs that align with the assessments made by experts, and the metrics to evaluate 482 

the FCS show small errors. Our FCS can be used to help farmers select the best practices in 483 

crop management, to obtain the best yield in a specific context.  484 

We used the opinion of experts in the crop, management, and marketing of cotton, 485 

which allowed defining good rules that achieve a diagnosis/prediction of the yield of the 486 

cotton crop, relating some characteristics of the cotton with the study area. In addition, the 487 

model can adapt the fuzzy rules and handle uncertainty. A limitation of the current work 488 

refers to the general use of the amount of fertilizer. We did not include each specific fertilizer 489 
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class. This could be overcome by specifying the amount of each fertilizer, and adding them 490 

to the model. 491 

We have plans to integrate this study and other knowledge models into a 492 

metacognitive architecture for smart agriculture that operates as an autonomous cognitive 493 

system. Furthermore, we will use the transfer learning paradigm to define models of boll-494 

weevil behavior for various regions through a meta-learning task. In addition, we will extend 495 

the FCS with the skill of adaptability using data in real-time. This study did not include other 496 

environmental variables such as soil organic matter, weed coverage percentage, and tillage 497 

system management, which can be considered in future works. Finally, these models will be 498 

integrated into our cognitive architecture using the multi-agent systems approach, leveraging 499 

the modeling abilities and implementations within agent theory. 500 
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Appendix I. Surveys used for the development 625 

of the FCS. 626 

The purpose of this study is to implement an FCS to diagnose/predict the cotton-crop 627 

yield in Córdoba, Colombia. This is useful to determine the actions to implement in the future 628 

to maximize production. Your viewpoints on various cotton crop scenarios should be 629 

expressed in this survey. Nine scenarios will be presented, related to the following variables: 630 

• Attack level of red boll weevil (Low, Medium, and High)  631 

• Attack level of black boll weevil (Low, Medium, and High) 632 

• Crop stage (Vegetative, Flowering, Fruiting, Harvesting, Destruction of soca, and 633 

Closing)  634 

• Rainfall (Low, Medium, and High) 635 

• Fertilizer (Low, Medium, and High) 636 

• Pheromone traps (Absent, Adequate) 637 

• Boll-weevil killing tube (Absent, Adequate) 638 

 639 

At the conclusion, it's essential to declare whether the suggested output should be 640 

classified as low, medium, or high, and designate an integer between 0 and 6 ton/ha as the 641 

yield. For example: 642 

 643 

Scenario 1 644 

VEGETATIVE STAGE Case 1 - low yield 645 

• Attack level of red boll weevil: High 646 

• Attack level of black boll weevil: High 647 

• Crop stage: Vegetative  648 

• Rainfall: High 649 

• Fertilizer: Low 650 

• Pheromone traps: Absent 651 
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• Boll-weevil killing tube: Absent 652 

 653 
 654 

Note 1: The structure is recurrent in all 9 scenarios, but the variable values are 655 

modified for each individual case. 656 

 657 

Ending comments 658 

Are you interested in adding another scenario, not previously mentioned, what is 659 

essential for diagnosing the yield? 660 
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Abstract 13 

Precision farming (PF) allows the efficient use of resources such as water, fertilizers, 14 
among others; as well, it helps to analyze the behavior of insect pests, in order to increase 15 
production and decrease the cost of crop management. This paper introduces an innovative 16 
approach to integrated cotton management, involving the implementation of an Autonomous 17 
Cycle of Data Analysis Tasks (ACODAT). The proposed autonomous cycle is composed by 18 
a classification task of the population of pests (boll weevil) (based on XGBoost), a diagnosis-19 
prediction task of cotton yield (based on a fuzzy system), and a prescription task of strategies 20 
for the adequate management of the crop (based on genetic algorithms). The proposed system 21 
can evaluate several variables according to the conditions of the crop, and recommend the 22 
best strategy for getting increase the cotton yield. In particular, the classification task has an 23 
accuracy of 88%, the diagnosis/prediction task obtained a 98% of accuracy, and the genetic 24 
algorithm recommends the best strategy for the context analyzed. Focused on integrated 25 
cotton management, our system offers flexibility and adaptability, which facilitates the 26 
incorporation of new tasks. 27 

 28 
Keywords: Precision Farm, Artificial Intelligence, Data Analysis. Autonomous Systems, 29 
Integrated Cotton Management.  30 

1. Introduction 31 

Precision Farm (PF) involves technologies for data collection, data analysis, and 32 
decision-making (Say et al., 2018). Data collection technologies are used to know the 33 
environment (e.g., sensors and images) (Cui et al., 2022). Data processing technologies use 34 
data models for the interpretation tasks (Kong et al., 2019). Decision-making technologies 35 
also use data models and actuators for planning tasks and changing the environment (Singh 36 
& Sharma, 2022).  37 

On the other hand, there is a need to improve cotton production (Ghaffar et al., 2020) 38 
and PF technologies can help with this task (Coulibaly et al., 2022). According to Ghaffar et 39 
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al. (2020), there is a great challenge in the management of cotton cultivation in which factors 40 
such as proper management of nutrients, pests, diseases, irrigation, etc. play an important 41 
role. In this paper, a PF approach based on autonomous data analysis cycles for integrated 42 
cotton management has been used.  43 

There are some works for integrated management based on the PF. For example, 44 
Tribouillois et al. (2022) built integrated modeling of crop and water management to optimize 45 
irrigation. They used a combination of techniques to reduce water usage while also 46 
diversifying the types of crops grown in irrigated watersheds. Hajimirzajan et al., (2021) 47 
made a proposition for large-scale crop planning, which involves a comprehensive strategic 48 
framework that employs a decision support system to determine the sustainable use of water, 49 
as well as optimal crop selection, timing, and cultivation practices. Aggarwal and colleagues 50 
(2022) developed a system of geospatial analysis to preserve land fertility, optimize 51 
agricultural revenue, and minimize agricultural pollution and water consumption. The system 52 
allows land use planning with rotating crops. Wu et al. (2020) developed a model for 53 
integrated nutrient management that included four factors: chemical fertilizers, domestic 54 
livestock manure, large-scale livestock manure, and cultivated area. The authors found that 55 
there is a need to improve integrated nutrient management, expand livestock manure, and 56 
control cultivated areas of certain crops. However, to the best of our knowledge, there is no 57 
autonomous systems based on classification, diagnosis/prediction, and prescription tasks for 58 
the integrated management of crops. Therefore, in this paper, we focus on PF based on 59 
Autonomous Cycle of Data Analysis Tasks (ACODAT) for integrated cotton management. 60 

We use ACODAT, which has two advantages. First, ACODAT allows automating 61 
the entire process, the phases of monitoring, analysis and decision making. Second, it does 62 
so from the process data. According to Sanchez et al. (2016),  ACODAT makes use of diverse 63 
succeeding data analysis tasks interacting with one another to obtain the necessary 64 
knowledge to introduce process improvements. ACODAT has been utilized in various fields, 65 
including telecommunications, smart cities, industry 4.0, education, and medicine, as 66 
evidenced by different works (Aguilar et al., 2022; Morales et al., 2019; Sánchez et al., 2020).  67 
Morales et al. (2019) focused on the telecommunications sector, where they developed an 68 
ACODAT to manage quality of service in Internet of Things (IoT) platforms, utilizing 69 
classification and clustering tasks. It has been employed in smart cities for the purpose of 70 
regulating and monitoring heating, ventilation, and air conditioning systems (Aguilar et al., 71 
2019). The efficiency of production processes in Industry 4.0 has been enhanced through the 72 
use of ACODAT. For instance, Sánchez et al. (2020) introduced an architecture that resolves 73 
the issues of heterogeneity and actor integration in manufacturing processes. The outcomes 74 
demonstrated that ACODAT facilitated interaction among actors such as things, data, people, 75 
and services, resulting in the definition of a self-optimization and self-configuration plan. In 76 
the educational domain, ACODAT has been implemented to identify learning styles in smart 77 
classrooms, demonstrating its usefulness. Aguilar et al. (2022) utilized ACODAT to study 78 
social network and web data, creating knowledge models about students to facilitate ongoing 79 
monitoring of their learning process. The findings underscored ACODAT's capacity to 80 
generate practical knowledge that can improve the learning experience, particularly in smart 81 
classrooms. Finally, the ACODAT approach has been used in the domain of medicine for 82 
clinical disease management (Hoyos et al., 2022).  83 
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This work aims to define an ACODAT for integrated cotton management. The 84 
contributions of this work are the following:   85 

• The definition and implementation of an autonomous system based on ACODAT 86 
for integrated cotton management; 87 

• A task of classifying the pest population (boll weevil) according to the level of 88 
attack on the cotton crop, based on the work (Toscano-Miranda et al., 2022); 89 

• An adaptive model for the management of uncertainty based on a fuzzy system 90 
(FS) for the prediction/ diagnosis of cotton yield; 91 

• The use simultaneous of information of fertilizers and crop stage, climatic 92 
variables, and level attack of pests, for the monitoring and control of pests, which 93 
improves the yield of prediction/diagnosis; 94 

• A prescription task for the generation of strategies for the adequate management 95 
of the crop based on the previous tasks of the autonomous cycle.  96 

The paper is structured in the following manner: Section 2 presents the works related 97 
to integrated crop management using computational techniques. Section 3 presents the 98 
theoretical framework of this paper. Section 4 outlines our integrated cotton management 99 
approach based on PF using ACODAT. Section 5 presents a case study to evaluate our 100 
proposal, and Section 6 describes the results. Finally, Section 7 shows the conclusions and 101 
highlights some of the future directions of this work. 102 

2. Theoretical framework 103 

This section presents concepts about PF for integrated production management, 104 
ACODAT and the Methodology for data analytics based on organizational characterization 105 
through a user-center design (MIDANO). 106 

3.1. PF for integrated production management 107 
PF aims to reduce costs, increase yield, using the right resources, being friendly to 108 

the environment. According to Gandonou (2005), PF is a set of technologies that help the 109 
farmer manage the agricultural process. In addition, it aids in production risk management 110 
(e.g., through the variable nutrient application), and reduces water consumption (e.g., through 111 
drip irrigation). 112 

Say et al. (2018) grouped the PF technologies in three: a) Data collections 113 
technologies (e.g., soil sampling and mapping, yield monitoring and remote sensing); b) Data 114 
analysis technologies (e.g., geographic information system, economic analysis and 115 
modelling); c) and decision-making technologies (e.g., variable rate application, agricultural 116 
robots). Next, some examples: 117 

a) Data collection technologies: These technologies detect insects and diseases 118 
in crops using field sensors, and remote sensors (Khattab et al., 2019; 119 
Toscano-Miranda et al., 2022a). In addition, using images for the same tasks 120 
(Alves et al., 2020; Caldeira et al., 2021).    121 
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b) Data analysis technologies: for predicting the behavior of insects (Hudgins et 122 
al., 2017; Toscano-Miranda et al., 2022) and crop yield (Maskey et al. (2019),  123 
expert systems for decision-making about diseases in crops (Mansour & Abu-124 
Naser, 2019), etc. 125 

c) Decision-making technologies: Automated crop management and treatment 126 
using PF (Vulpi et al., 2022), such as irrigation control using robots (Agostini 127 
et al., 2017), and spray control for insects or diseases (Song et al., 2017). For 128 
this, it is useful the unmanned vehicles in rural farm areas (Mammarella et al., 129 
2021; Saha et al., 2022), geospatial analysis to decision support (Aggarwal et 130 
al., 2022), etc. 131 

Our work integrates data collection, data analysis and decision-making technologies 132 
in an ACODAT.   133 

3.2. ACODAT 134 
Due to the significant increase in data generation, the development of new tools is 135 

essential to extract valuable knowledge. ACODAT is useful for this and is based on the 136 
autonomic computing paradigm. ACODAT involves a series of interconnected data analysis 137 
tasks that must be carried out in conjunction to achieve a desired objective within a given 138 
system or context. The tasks perform distinct roles within the cycle and interacts with one 139 
another (Sanchez et al., 2016; Terán et al., 2017; Vizcarrondo et al., 2017): they observe the 140 
process, analyze, and interpret events, and make appropriate decisions. The responsibility of 141 
observation tasks is to gather information and data about the environment or system, while 142 
analysis tasks interpret and diagnose the system using this data. Knowledge models are 143 
constructed to understand the cycle's behavior. Decision-making tasks, on the other hand, are 144 
responsible for improving the process by carrying out activities. 145 

The autonomic computing paradigm is oriented to define autonomic characteristics 146 
to systems based on a smart control loop, known as MAPE+K (Sterritt et al., 2005; 147 
Vizcarrondo et al., 2017). The letter K corresponds to the knowledge models (e.g., 148 
classification, diagnostic, prediction, and prescription models) within the autonomous cycle. 149 
An ACODAT collects, filters, processes and analyzes data of the supervised problem.  Also, 150 
it analyzes complex situations and predicts forthcoming situations. Additionally, it 151 
establishes the actions that must be carried out to reach the system objectives and defines 152 
mechanisms to execute the plan. Because of this, the autonomous cycle requires managing a 153 
large amount of information. The design of the autonomous cycle must include all these 154 
aspects to achieve the objectives that give solution to the problem.  155 

3.3. MIDANO  156 
MIDANO is a methodology that allows gaining a deeper understanding of the data, 157 

which relies on organizational characterization as a key component to develop ACODATs 158 
(Pacheco et al., 2014). Fig. 1 shows the three primary phases of MIDANO. The initial phase 159 
seeks to familiarize with the organization to define the goal of the data analysis system. The 160 
focus of this stage is to recognize and frame the solution to a problem, from the viewpoint of 161 
developing data analysis-based applications. Also, it defines the ACODAT for the solution 162 
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of the problem. The responsibility of Phase 2 is to prepare and treat the data, following the 163 
ETL paradigm (Extraction, Transformation, Loading). Its primary goal is to produce high-164 
quality data that can be used to build knowledge models and specify the multidimensional 165 
data model of ACODAT. In Phase 3, data analysis tasks are implemented to generate various 166 
knowledge models such as descriptive, predictive, classification, and prescriptive (Aguilar et 167 
al., 2021).  168 

Problem characterization and ACODAT definition were accomplished during the 169 
first phase of our work using MIDANO. The second phase, which involved data preparation 170 
and treatment, was incorporated into the ACODAT to enable real-time processing of data, 171 
and increase the autonomy of the process. Additionally, this phase identified the required 172 
data sources for ACODAT development. Our work provides a detailed explanation of how 173 
each MIDANO phase was applied to cotton crop management. 174 

 175 
Fig. 1. MIDANO Methodology for Data Analysis from Organizational Characterization. Adapted 176 

from (Aguilar et al., 2021). 177 
 178 

3. ACODAT for the integrated management of production processes 179 

The process of creating an ACODAT for managing cotton crops is outlined in this 180 
section. Each task involved in ACODAT is detailed. This section describes in a general way 181 
the aspects necessary to implement this approach, which may be applicable to other crops 182 
and other pests with the variables selected by the expert. The specific variables are described 183 
in the Case study section in which the application and validation of the proposed approach is 184 
demonstrated. 185 

4.1. Characterization of the management of cotton crop 186 
The main objective of cotton cultivation is to obtain its valuable fiber (Trebilcok, 187 

2020). There are several factors that influence production performance. For this reason, 188 
integrated crop management with the help of technologies seeks to improve yields with 189 
sustainable management and reduced environmental impacts (Abbas et al., 2020; Ghaffar et 190 
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al., 2020). For example, fertilizer deficiencies slow plant growth and development, and 191 
consequently cotton yields are reduced (Ali et al., 2018; Ahmed, Ali, Danish, et al., 2020; 192 
Ahmed, Ali, Hussain, et al., 2020; Trebilcok, 2020). Cotton cultivation requires adequate 193 
nutrition, and its demand depends on various factors such as, stage of cultivation, genotype, 194 
environment (Trebilcok, 2020). Also, the water supply associated with the sowing date 195 
affects the yields and the general behavior of the plant. Regarding insect pests, it is 196 
recommended to control all types of cotton insect pests through integrated pest management 197 
techniques (Anees & Shad, 2020). Additionally, cotton production is more vulnerable to 198 
climate change. This produces a negative impact on cotton production (Ahmad et al., 2020). 199 

Thus, there is a great challenge in the management of cotton cultivation in which 200 
factors such as proper management of nutrients, pests, diseases, irrigation, etc. play an 201 
important role (Ghaffar et al.; 2020). In this paper, we focus on a PF using ACODAT for 202 
integrated cotton management. Integrated cotton management includes several factors that, 203 
when used in a mixed manner, help to make better planning and decision-making. These 204 
factors are related to the right management of fertilizers, insect pests, diseases, irrigation, 205 
weed, etc. (Ghaffar et al., 2020). In this study, we included information related to fertilizer 206 
management, insect pests, irrigation, climate data and crop stages. These factors are related 207 
and were considered for planning and decision-making to assist the farmer in integrated 208 
cotton crop management.  209 

4.2.  MIDANO Application  210 
We use the MIDANO methodology to design our ACODAT. Inside of our ACODAT 211 

are included data preparation and treatment data tasks. 212 

4.2.1 ACODAT specification. 213 
 Fig. 2 shows our ACODAT approach for this purpose. ACODAT consists of a trilogy 214 

of steps that are linked together through a network of tasks to assist decision-making in cotton 215 
crop management. The first step, monitoring, is made up of two tasks: verifying and 216 
correcting data. The second step, analytics, involves classifying the population of boll 217 
weevils according to climate data and diagnosis/prediction of the cotton yield. The final step, 218 
decision-making, involves prescribing the best management strategy for cotton crops. 219 

 220 
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 221 
Fig. 2. ACODAT architecture for cotton crop management. 222 

 223 
The techniques employed in the data analysis tasks belong to diverse domains of 224 

artificial intelligence (AI), including eXtreme Gradient Boosting (XGBoost), fuzzy systems, 225 
and genetic algorithm (GA). Therefore, the monitoring, analysis, and decision-making 226 
functionalities provided by ACODAT-based self-monitoring are as follows: 227 

• Monitoring tasks: This process includes Task 1 to capture data, clean it and 228 
prepare it for the following tasks. In addition, relevant characteristics are extracted 229 
and preprocessed, and information about the behavior of insect pests is obtained. 230 
The selected features are used in the following steps. 231 

• Analysis tasks: A set of tasks (tasks 2 and 3) to understand, interpret, and 232 
predict/diagnose what is happening in the cotton growing process. 233 

• Decision-making tasks: This process includes Task 4 to prescribe the best strategy 234 
in the integrated management of cotton crops.  235 

 236 
The complete cycle includes four integrated tasks, which communicate with each 237 

other and pass information from the first to the last.  Each task used different techniques to 238 
achieve the objectives. Table 1 shows the interrelation between tasks, data sources and used 239 
techniques. The following subsections explain in detail each task in the autonomous cycle. 240 

 241 
Table 1  242 
Description of the ACODAT's tasks for integrated cotton management. 243 

Functionalit
ies 

Task name Characteristics of the task 
Description Data source Analytics type Technique Knowledge 

model 
Monitoring Data 

verification 
Verification of 
data (data 
processing) and 

Datasets of monitoring 
of insects, Climate data 

Description Verification 
Oversampling / 
Statistical 

Descriptive 
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correction of 
errors  

analysis  

Analysis Classification Classification of 
boll weevil 
population by 
climate data 

Previous task Classification/ 
Predictive 

XGBoost Predictive 

Diagnosis/pre
diction 

Diagnosis/ 
prediction of 
cotton yield 

Previous task, 
Dataset of cotton 
production  

Diagnosis/ 
Predictive 

Fuzzy logic Diagnosis/ 
predictive 

Decision-
making 

Prescription Determination of 
the best strategy 
for the 
management of 
cotton crop 

Previous task Optimization Genetic 
algorithm 

Prescriptive 

4.2.2. Monitoring tasks  244 
Task 1 - Verification and data processing 245 
Data Verification was designed as Task 1. This task includes a statistical analysis to 246 

evaluate the quality of the data. The modeling results are heavily influenced by the quality of 247 
the data. Thus, initially, our ACODAT identifies and fixes any potential data errors. Also, 248 
since missing data is common in this type of data, the dataset is purged of rows with missing 249 
data. Finally, an oversampling technique was used to balance the classes in the dataset. 250 

In summary, the procedure for this task involves the subsequent actions: 1) extract 251 
the structured database about the insect pests, 2) verify if there are errors in the data, 3) delete 252 
rows with missing data, 4) Balance the dataset, where the number of samples from the 253 
minority class (the class with fewer examples) is increased by creating synthetic examples 254 
using the oversampling technique (Gosain & Sardana, 2017). Fig. 3 shows the steps in this 255 
task, while Table 1 lists its main features. 256 

 257 

 258 
Fig. 3. Activities or sub-tasks related to task 1 (data verification and correction). 259 

 260 
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4.2.3. Analysis tasks  261 
There are two analysis tasks. one of classification and another of diagnosis/prediction. 262 

The following is the description of each task:  263 
Task 2 - Classification of the insect pest population: 264 
The classification techniques are employed in this task to establish the population 265 

level of the insect pest. The classification is based on the climate variables of each city, 266 
considering their respective climate conditions. The XGBoost technique, which has 267 
demonstrated the highest accuracy in prior studies (Toscano-Miranda et al., 2022), was 268 
utilized. The main features of this task are detailed in Table 1. 269 
 270 

Task 3 - Diagnosis/prediction of crop yield: 271 
After the classification task, we develop the diagnosis/prediction task. This task uses 272 

a fuzzy model to diagnose/predict the cotton yield.  We used expert opinions to build/define 273 
the fuzzy variables, their membership functions, and the fuzzy rules based on the work 274 
(Toscano-Miranda et al., 2023). The process involved in this task is illustrated in Fig. 4. The 275 
FS uses input variables that are passed to the fuzzification process. The inference engine uses 276 
the rule base and then the defuzzification process is performed to give a crisp output, which 277 
is the diagnosis/prediction of cotton yield.  278 

 279 

 280 
Fig. 4. Steps related to task 3 (Diagnosis/prediction). 281 

 282 
Table 2 provides a summary of the input variables, including their descriptions, 283 

ranges, fuzzy sets and units of measure. Among these input variables, the attack level of red 284 
and black boll weevils is processed and categorized in Task 2 based on the count of boll 285 
weevils: Low (0 to 4), Medium (5 to 20), and High (greater than 20). The variable "Crop 286 
stage" indicates the phase of the crop in the year, providing insights into the ongoing activities 287 
during that phase. 288 

The rainfall variable was acquired through sensor measurements conducted by the 289 
Institute of Hydrology, Meteorology, and Environmental Studies (IDEAM). In Task 1, boll 290 
weevil catches, and climatic data are consolidated into a unified dataset. The variable 291 
"Fertilizer" denotes the quantity of fertilizer utilized. Conventional pheromone traps are 292 
employed to capture red and black boll weevils, which are then monitored by ICA engineers 293 
every 15 days. The engineers manually record the boll weevil counts and subsequently enter 294 
this data into information systems databases. 295 

   296 
 297 
Table 2 298 
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Summary of the input variables. 299 
Input variable Description Fuzzy sets Range Units of 

measure 
Attack level of the 
red boll weevil 

Population of the red boll weevil 
in the cotton crop.  

Low, Medium, and 
High 

[0, 150] Integer 

Attack level of the 
black boll weevil 

Population of the black boll 
weevil in the cotton crop. 

Low, Medium, and 
High 

[0, 200] Integer 

Crop stage Crop stage in the year. Vegetative, Flowering, 
Fruiting, Harvesting, 
Destruction of soca, 
and Closing 

[0, 12] Integer 

Rainfall Amount of rain that falls during 
the day. 

Low, Medium, and 
High 

[0, 17] mm 

Fertilizer Amount of fertilizer used in the 
crop. 

Low, Medium, and 
High 

[0, 18] Integer 
(Packages) 

Pheromone traps  Number of traps used in the crop. Absent, Adequate [0, 1] Integer 
Boll-weevil 
killing tube 

Number of tubes used in the crop. Absent, Adequate [0, 1] Integer 

 300 
This task uses fuzzy sets with membership functions Gaussian, triangular, and 301 

trapezoidal. The triangular function is used for the categorical variables, and the 302 
trapezoidal/Gaussian functions are used for the rests. Finally, 13 membership functions were 303 
defined for the input and output variables. Fig. 5 shows an example with a trapezoidal 304 
membership function. 305 

 306 
 307 

Fig. 5 Example of a trapezoidal membership function.  308 
 309 

The experts’ answers were also utilized to define the fuzzy rules. The rules are defined 310 
as IF-THEN. The antecedent are the input variables and the consequent is the crop yield. 311 
Table 3 presents two examples of the rules. For example, Rule number 1 is: IF the red attack 312 
level is High AND the black attack level is High AND the crop stage is Vegetative AND the 313 
rainfall is High AND the fertilizer is Low AND the pheromone trap is Absent AND the boll-314 
weevil killing tube is Absent THEN the crop yield is Low. Rule 2 defines a different 315 
combination in the antecedent, and as a result the crop yield is Medium. Thirty-eight rules 316 
were defined for the system. 317 

 318 
Table 3 319 
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Rule structure (Example of two of them). 320 
Rule If  Then 

 

Red 
attack 
level 

Black 
attack 
level 

Crop stage Rainfall Fertilizer Pheromone 
trap 

Boll-
weevil 
killing 
tube 

Crop 
yield 

1 High High Vegetative High Low Absent Absent Low 
2 High High Flowering Low High   Medium 

 321 

4.2.4. Decision-making tasks 322 
Task 4 – Prescribing of strategies for crop management 323 
For decision-making it was implemented a prescription task. The task was performed 324 

with a GA to determine the most efficient strategy for solving the problem. Experts' 325 
recommendations in crop management and marketing were identified as the starting point for 326 
this task. The crop management prescriptions in this task are based on expert opinion and 327 
compiled into a list. The GA optimizes the most efficient strategy for a specific scenario 328 
based on the previous task's findings. Table 1 outlines the task's characteristics. Thus, we use 329 
expert opinion to build a set of activities for each strategy. One strategy can be shaped by a 330 
combination of 13 activities. Specifically, our GA is based on the next procedure: 331 

 332 
Algorithm 1: Training procedure of the Genetic Algorithm (GA)  
Input: Data from the previous task, synthetic dataset 
Output: Strategy recommended according to the best individual 

  
1.  Initialize the population 
2.  Evaluate the population 
3.  While (stopping condition not satisfied): 

         (a) Select the population 
         (b) Crossover the population 
         (c) Mutate the population 
         (d) Evaluate the population 
         (e) Update the population 

4.  Return the best individual in the population 
 333 

In this task, the result is the prescription of a strategy defined by a set of activities. 334 
Thus, an individual in a population is a strategy defined by a binary chain where each bit 335 
represents a gene (i.e., an activity). For example: 336 

 337 
0 0 1 1 1 1 0 1 1 1 1 0 0 

Fig. 6 An individual (prescription).  338 
 339 
Therefore, the whole chromosome (individual) is a possible prescription. An activity 340 

should be used when a 1 appears, and not when it is 0. Thus, the population is a collection of 341 
candidate prescriptions for the context analyzed in cotton cultivation.  342 
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The following steps were taken to find the best strategy (see algorithm 1): 1) Initialize 343 
population: creating randomly a set of binary chromosomes that depict distinct solutions 344 
(possible prescriptions). 2) Evaluate: calculation of the fitness of each chromosome using the 345 
fitness function presented in the next paragraph, 3) Generating new individuals through 346 
genetic operators: In this stage, the chromosomes of the two fittest parents are selected, to 347 
which the crossover and mutation operators are applied (see Fig. 6). 4). Return the best 348 
individual in the population (i.e., the best strategy).   349 

 350 

 
Crossover 

 
Mutation 

Fig. 6. Example of crossover and mutation processes in a GA. 351 
 352 

The fitness function must evaluate possible solutions formulated on the analysis of 353 
the crop, in the before process (Task 2) and the context of the crop given as input in this task 354 
(Task 3). The fitness function returns values from 0 to 301. This output determines the best 355 
recommendation, being 0 as very adequate and the highest value as not adequate. The fitness 356 
function evaluates the context of the crop and the activities to be included in the 357 
recommendation. If the chromosome includes inappropriate activities, then those activities 358 
are penalized. For example, if the recommendation/prescription includes the activities 359 
"Conduct soil analysis" and "Apply the necessary amounts of fertilizer according to the soil 360 
analysis and the agronomist's recommendations" at the fruiting stage of the crop, this should 361 
be penalized. Experts in the management of cotton cultivation do not recommend this 362 
because at this stage of cultivation costs increase and it is not necessary. All equations were 363 
constructed based on the opinion of cotton crop management experts. The equations are:  364 
  365 
C1 = A9 * 100 + A10 * 100 + A11 * 100 + A12 * 100  366 
 367 

Where C1 is the constraint 1, and 100 is a value that represents the penalization. The 368 
previous equation penalizes (i.e., it gives a higher value) in case the prescription includes the 369 
following activities in the flowering and fruiting stage: a) put pheromone traps (A9), b) move 370 
the pheromone traps (A10), c) put boll-weevils killing tube (A11), and c) move the boll-371 
weevils killing tube (A12). This penalization is due to these activities are not recommended 372 
at these two stages and increasing the costs. 373 

The next equation penalizes in case the prescription includes the following activities 374 
in the fruiting stage: soil analysis (A7) and applying fertilizers (A8). These activities are 375 
economically unfeasible at this stage and increase the costs. 376 
 377 
C2 = A7 * 100 + A8 * 100  378 
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4. Case study 379 

This section presents the experimental context and the instantiation of ACODAT in 380 
a case study for integrated cotton crop management using datasets from a region of Colombia. 381 
In this case study, we demonstrate how the ACODAT tasks are executed on particular 382 
datasets. 383 

5.1. Context  384 
We identified the data sources according to the MIDANO methodology (Aguilar et 385 

al., 2021).  To identify the appropriate sources of knowledge, we engaged with experts in 386 
cotton cultivation for this case. For our purpose, we used the next data sources: 1) Net of 387 
monitoring of boll weevil (Anthonomus grandis) of the Colombian Agricultural Institute 388 
(ICA in Spanish), 2) Pheromone traps utilized in each cotton crop developed by the owners, 389 
3) Registers of climate data from the Institute of Hydrology, Meteorology and Environmental 390 
Studies (IDEAM in Spanish), 4)  Records of climate data of each cotton crop registered by 391 
the owners, 5) Registers of the management of each cotton crop registered by the owners, 6) 392 
Crop yields in the area according to the Colombian Cotton Confederation (CONALGODON 393 
in Spanish) 394 

Our ACODAT was validated using cotton crops from different areas of Córdoba, 395 
Colombia, specifically, the cities comprising the Sinú Valley (High Sinú, Middle Sinú, and 396 
Low Sinú) (Trebilcok, 2020), located at ~8°55'33.6"N, 75°48'16.5"W. The data used for this 397 
implementation correspond to the Net of monitoring of the boll weevil operationalized by 398 
the ICA and records of climate data from the IDEAM. Data from the cities of Córdoba: 399 
Montería, Cereté, Lorica, and Ciénaga de Oro (from 2015 to 2021) were used for the 400 
experiments. We chose these regions because they are cultivated with cotton and have the 401 
records of the pheromone traps. 402 

The dataset was composed by 13,585 samples of captures of boll weevils in 403 
pheromone traps. Of the 15 variables presented in the dataset, 11 were excluded from our 404 
study for not providing valuable information, for example: trap code, name of GPS, among 405 
others. Finally, six variables corresponding to the climatic data and related to the number of 406 
boll weevils were selected. Table 4 shows each of the variables, a brief description, and the 407 
task where it was used. The dataset containing climate variables was merged with the dataset 408 
comprising catches of boll weevils. The combination of these datasets was facilitated by 409 
using dates and cities as common identifiers. Given the absence of sensors within each crop, 410 
the location closest to the crop with climate sensors was used. In addition, the variables 411 
related to the stage of cultivation and fertilization were acquired from expert sources, ICA 412 
and CONALGODON. 413 

 414 
Table 4  415 
Variables and their descriptions, used in the cotton crop management. 416 

Variable Description Units of 
measure 

Task Data source 

Red boll weevils The red boll weevils are the youngest. 
Quantity of captures of boll weevils.  

Integer 1, 2 ICA 



 

14 

Black boll 
weevils 

The black boll weevils are the ones 
that can procreate. Quantity of 
captures of boll weevils. 

Integer 1, 2 ICA 

Rainfall Amount of rain that falls during the 
day.  

mm 1, 2, 3, 4 IDEAM 

Humidity Hourly relative humidity (average of 
the day). 

% 1, 2 IDEAM 

Temperature Maximum daily temperature, 
measured in degrees Celsius. 

˚C 1, 2 IDEAM 

City City with records of boll-weevil 
attacks.  

 1, 2 ICA 

Attack level of 
the red boll 
weevils 

Low, medium, or high level as a result 
of the previous task.  

Integer 2, 3, 4 Task 2 

Attack level of 
the black boll 
weevils 

Low, medium, or high level as a result 
of the previous task. 

Integer 2, 3, 4 Task 2 

Crop stage Growth stage of cotton cultivation. Integer 3, 4 ICA 
Fertilizer Amount of fertilizers used during 

growth stages. 
Integer 
(Packages) 

3, 4 CONALGODON, 
experts 

Pheromone traps The use of conventional pheromone 
traps in the cotton crop. 

Integer 4 ICA  

Boll-weevil 
killing tube 

The use of boll-weevil killing tube in 
the cotton crop. 

Integer 4 CONALGODON 

 417 

5.2 Instantiation of ACODAT 418 

5.2.1 Verification and data processing task  419 
In the verification and data processing task, data about the boll-weevil captures were 420 

extracted. The dataset contained outlier data in the captures of the boll weevil, temperature, 421 
humidity, and rainfall. These samples were eliminated from the dataset. To identify these 422 
outliers, rigorous data validation techniques were applied. This involved performing data 423 
range checks and examining the distribution of values through visual inspection. 424 
Subsequently, identified outliers were carefully examined and removed from the data set to 425 
ensure accuracy and validity for subsequent analyses. For boll weevil catches, all data points 426 
determined to be significantly distant from most of the data were treated as outliers and 427 
excluded from the data set to maintain the reliability of the analysis. For example, values of 428 
1200 catches (in 15 days) of boll weevil were considered outliers. Considering the regional 429 
climate conditions, specific thresholds were established for the variables of humidity, 430 
temperature, and rainfall. Humidity values above 68% and below 90% were considered 431 
appropriate for inclusion in the analysis, as they represented the relevant range of moisture 432 
levels in the region. Similarly, temperature values above 28 ºC and below 50 ºC were 433 
considered to encompass the typical temperature range of the area under investigation. In the 434 
case of rainfall, values ranging from 0 mm to less than 18 mm were selected as they 435 
represented the relevant spectrum of precipitation levels within the region. By defining these 436 
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specific thresholds, we aimed to focus the analysis on the climatic conditions most pertinent 437 
to the study, ensuring the inclusion of meaningful data points.  438 

In some periods of the year, the cities of Cereté, Lorica, and Montería experienced 439 
missing data in the climatic variables, including rainfall, temperature, and humidity. To 440 
ensure the integrity of the analysis and minimize potential biases caused by missing values, 441 
missing data processing was performed using a deletion method based on Mckinney (2010). 442 
Under this method, any individual in the dataset with missing data for any variable included 443 
in the analysis was excluded from further analysis. By removing individuals with missing 444 
data, we aimed to retain complete cases and maintain the reliability and validity of the 445 
analysis. This approach enabled a more robust examination of the available variables and 446 
their relationships, ensuring that only complete and reliable data were considered in our 447 
analysis. Additionally, we employed Synthetic Minority Oversampling Technique (SMOTE) 448 
(Gosain & Sardana, 2017) to even out the classes, given the low occurrence of categories of 449 
the boll weevil. Thus, for this first task, data were verified, corrected and balanced. 450 

5.2.2 Classification task 451 
The classification task used XGBoost as the classification technique to determine the 452 

population level of the boll weevil. In a previous work (Toscano-Miranda et al., 2022), this 453 
is the best technique for this task among Random Forrest, Support Vector Machine and 454 
Backpropagation Neural Networks. XGBoost gave an accuracy of 88%.  455 

This task classified the attack level according to the boll-weevil population on the 456 
three labels of the dataset. The labels were low, medium, and high. The input for this task 457 
was a dataset that had been cleaned and validated in the previous task. The dataset was 458 
divided into 80% for training and validation, and 20% for testing. XGBoost was configured 459 
in different ways and 10-fold cross-validation was performed to determine the most optimal 460 
combination of hyperparameters. The hyperparameter settings for XGBoost are shown in 461 
Table 5. 462 

 463 
Table 5  464 
Configuration of the hyperparameters of the XGBoost algorithm used to build the five models. 465 

Algorithm Best hyperparameters 
XGBoost Mtry = 1 

Minimum n = 39 
Tree depth = 13 
Learn rate = 0.0459 
Loss reduction = 0.0189 
Sample size = 0.973 

 466 

5.2.3 Crop yield diagnosis/prediction task 467 
The analysis of cotton production involved the use of a soft computing method that 468 

incorporated the knowledge of experts. To perform the analysis, the system considered seven 469 
input variables, which were listed in Table 2. These variables included the level of attack 470 
from black and red boll weevils, the crop stage, the amount of rainfall, the amount of fertilizer 471 
applied, the use of pheromone traps, and the use of boll-weevil killing tubes. By considering 472 
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these variables, the soft computing approach was able to generate insights into the factors 473 
that affect cotton production. This information could be used to improve the management 474 
practices of cotton farms and to increase the efficiency and profitability of cotton production. 475 
Four of these variables were reused of the previous task, including the classification of the 476 
boll-weevil population. As a result of this task, the diagnosis/prediction of cotton yield was 477 
obtained. To assess its robustness and adaptability, the system was subjected to tests using 478 
various agricultural scenarios. These scenarios are different combinations strategically made 479 
to reflect the practices of growers in the region described in the case study. In this sense, the 480 
scenarios allow us to evaluate the FS predictions and the strategies generated in the 481 
prescription task. The knowledge provided by experts was utilized to create the fuzzy rules 482 
(see Table 3). The FS was designed with a standard fuzzy Mamdani system that integrates 483 
38 if-then rules. To determine the yield of the crop based on the inferred inputs and rules, the 484 
defuzzification process utilized the centroid method, which is also known as the center of 485 
gravity (CoG) (Cerrada et al., 2005). This process results in a single crisp value that 486 
represents the output of the fuzzy system. As an example, Fig. 7 illustrates the outcome of 487 
defuzzification for a given set of inputs using the rules presented in Table 3. The predicted 488 
result was medium, with a yield of 2.88 ton/ha (Fig. 7B). While Fig. 7A shows a low yield 489 
of 1.23 ton/ha. 490 
 491 
 492 

 
A. Crop yield of 1.23 ton/ha 

 
B. Crop yield of 2.88 ton/ha 

 493 
Fig. 7. Examples of defuzzification of the output variable (crop yield). 494 

 495 
To evaluate the performance of the FS, two measures were utilized as outlined in 496 

Table 6. Firstly, the Coefficient of Determination (R2) was used to determine the proportion 497 
of the variance in the response variable that can be explained by independent variables. 498 
Secondly, the Mean Squared Error (MSE) was used to determine the difference between 499 
predicted and expert values. The R2 score ranges between 0 and 1, and its high score 500 
represents a good result for the FS. On the other hand, the MSE should have a value lower 501 
or close to 0 for it to be considered good. The prediction was obtained by comparing the 502 
outputs of the FS with the predictions made by domain experts. The FS utilizes fuzzy 503 
reasoning, which activates fuzzy rules based on crisp input values such as fertilizer, crop 504 
stage, rainfall, pheromone trap data, black attack level, red attack level, and boll-weevil 505 
killing tube readings. These crisp values are first converted into fuzzy sets and then processed 506 
to generate both fuzzy and crisp output. The resulting output serves as the prediction, which 507 
is further utilized to calculate metrics such as R2 and MSE. Additional details can be found 508 
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in the Results section. 509 
 510 

Table 6 511 
Evaluation of estimates. 512 

R2 MSE 
0.9374 0.0661 

 513 
 514 
Findings indicate that the FS is capable of producing outputs that correspond with the 515 

evaluations of experts, thereby facilitating farmers in choosing the most effective cotton crop 516 
management practices to achieve optimal yield under specific circumstances. 517 

 518 

5.2.4 Prescriptive task 519 
The task of prescribing helps decision-making regarding the planning and 520 

management of cotton cultivation. The aim of this task was to establish the most effective 521 
strategy to manage cotton crops according to the context analyzed. It employs a series of 522 
prescriptions for the management of cotton crops according to experts in cotton cultivation, 523 
management, and marketing. Considering the results of the previous task (i.e., 524 
diagnosis/prediction of cotton yield), the GA optimizes the best strategy for a given scenario 525 
(it is an input).  We use expert opinion to build a set of activities for each strategy. One 526 
strategy can be shaped by a combination of 13 activities. The activities considered in our case 527 
study are: 528 

 529 
0. The cotton crop should be monitored more frequently. 530 
1. The area where the boll weevil was found should be marked, according to the last 531 

inspection.  532 
2. Cotton plant bolls that have fallen to the ground should be picked up daily.  533 
3. The bolls affected by the boll weevil should be collected to prevent further feeding 534 

and propagation of the boll weevils. 535 
4. The previously demarcated area should be fumigated. 536 
5. Excessive rain must be evacuated using adequate drainage channels.  537 
6. Implement an irrigation system. 538 
7. Conduct soil analysis. 539 
8. Apply the necessary amounts of fertilizer according to the soil analysis and the 540 

agronomist's recommendations. 541 
9. Pheromone traps must be placed. 542 
10. Move the pheromone traps frequently (use traps in the area recommended by the 543 

engineer and according to monitoring). 544 
11. Place boll-weevil killing tube. 545 
12. Frequently move the kill tubes (use tubes in the area recommended by the 546 

engineer and according to the monitoring). 547 
 548 
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According to Trebilcok (2020), Colombia employs various agricultural strategies to 549 
manage cotton crops from an entomological perspective. When the boll weevil infests the 550 
crop, specific activities are implemented accordingly. This involves distinguishing between 551 
two scenarios: when the boll weevil invades the crop in large numbers or when it appears in 552 
isolated foci. In the case of a mass invasion, where the weevils spread and establish 553 
themselves extensively throughout the lot, the most effective solution is to closely monitor 554 
the crop from day one until day 40, when fruiting begins. During this period, a comprehensive 555 
application of insecticide is conducted to eliminate the boll weevils before they have a chance 556 
to oviposit. As reproductive structures are not yet present, they cannot serve as a host for the 557 
boll weevil's eggs. 558 

Alternatively, if the boll weevils appear in separate foci within the crop (one or 559 
multiple foci, depending on the crop area), the agronomist identifies and marks the locations 560 
during crop monitoring. By demarcating these foci, the agronomist signals to the farm 561 
administrator the presence of boll weevil infestation in those specific areas. Subsequently, 562 
the agronomist advises the farm manager to apply insecticide and collect the reproductive 563 
structures. Typically, one or two insecticide applications are carried out consecutively, with 564 
a time gap of one or two days between them. The objective is to suppress or minimize the 565 
boll weevils attempting to colonize the crop. During the colonization process, the boll weevils 566 
may have caused damage to the reproductive structures through feeding or oviposition. To 567 
address this, personnel (one, two, or three individuals depending on the size of the infestation 568 
focus) are assigned to collect the structures. The structures open their bracts within 48 hours 569 
and start falling to the ground. The staff can either pick them up from the ground or remove 570 
them from the plant before they naturally fall. Damaged structures exhibiting symptomatic 571 
open bracts can be easily detached from the plant. This unique strategy ensures a nearly 572 
absolute reduction in boll weevil colonization. Staff pick them up from the ground or take 573 
them from the plant without waiting for them to fall to the ground. Damaged structures are 574 
known for their open square symptomatology and can therefore be torn from the plant. This 575 
is a very special strategy to make an almost absolute reduction in the colonization of the boll 576 
weevil.  577 

In this sense, this task used eight variables as input. The level attack of red and black 578 
boll weevil was the result of the classification in Task 2, rainfall was processed from the 579 
classification in Task 2, crop yield was result of the diagnosis/prediction in Task 3, and the 580 
variables crop stage, pheromone traps, boll-weevil killing tube and fertilizer is processed in 581 
this task. In this task, the result is the prescription of a set of activities (they form a strategy). 582 
The GA uses the fitness function that minimizes the cost defined in the previous section. 583 
When the farmer applies the best/optimal strategy increases the yield of cotton. Thus, the 584 
fitness function minimizes costs in the proper use of the irrigation system, the use of 585 
pheromone traps, the use of boll-weevil killing tubes and the use of fertilizer. 586 

The crossover probabilities were set to 0.9 and mutation to 0.1. Previous research has 587 
indicated that the probability values used here have been successful in producing optimal 588 
results on comparable problems (Eiben et al., 1999; Hassanat et al., 2019). The crossover 589 
operator divides two chosen parents' chromosomes at a random point, resulting in two initial 590 
and two final gene subsets. These final subsets are then exchanged, generating two new 591 
chromosomes. The mutation operator randomly modifies each offspring's genes on a 592 
chromosome level. 593 
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5. Results  594 

6.1 Results of Task 1 - Verification and data processing 595 
 596 
The boll weevil population was categorized based on data ranges, with the low, 597 

medium, and high groups being defined as 0 to 4, 5 to 20, and greater than 20 respectively. 598 
These intervals were determined by the ICA. The distribution of the attack level classes was 599 
uneven and required SMOTE oversampling (Gosain & Sardana, 2017), as well as data 600 
standardization. Nonetheless, SMOTE was not used with Ciénaga de Oro and Montería due 601 
to their limited number of high-class red boll weevils. 602 

 603 
 604 
Table 7  605 
Distribution of classes for boll weevil in the Córdoba region. 606 

Class Red boll weevils Black boll weevils 
Low (0 to 4) 6,456 4,701 
Medium (5 to 20) 304 1,244 
High (> 20) 83 808 

 607 

6.2 Results of Task 2 - Classification of the boll-weevil population 608 
 609 
Extreme Gradient Boosting (XGBoost) was selected because (1) it is the technique 610 

that has shown good performance in this context (Toscano-Miranda, 2022), and (2) according 611 
to the literature review (Toscano-Miranda, Toro, et al., 2022a), it is the most frequently 612 
technique among structured data classification technique. The model for classification was 613 
evaluated independently for black and red boll weevils. Three weather features - temperature, 614 
humidity and rainfall - were tested in the experiments. 615 

XGBoost achieved an 82% accuracy rate in detecting red boll weevils, the highest 616 
among the models tested, but its ability to predict black boll weevils was constantly below 617 
60% (see Table 8). 618 
 619 

Table 8  620 
Outcomes of the classification model of black and red boll weevils using rainfall, humidity, and 621 

temperature.  622 
Boll weevils Accuracy F1-Score 

Training Test Training Test 
Reds 0.82 0.82 0.82 0.82 
Blacks 0.60 0.60 0.59 0.59 

 623 
Additionally, experiments were performed that solely used rainfall to encompass the 624 

entire Córdoba department as well as its cities. The results indicated that the accuracy of the 625 
model was lower when using just one attribute rather than all three (see Tables 9 and 10). 626 

 627 
Table 9  628 
Results of the model of classification using the XGBoost algorithm and rainfall.  629 
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City Red boll weevil Black boll weevil 
Accuracy F1-Score Accuracy F1-Score 
Training Test Training Test Training Test Training Test 

Córdoba 0.75 0.74 0.75 0.73 0.57 0.56 0.57 0.55 
Cereté 0.67 0.65 0.67 0.65 0.52 0.49 0.52 0.49 
Lorica 0.78 0.73 0.78 0.73 0.60 0.56 0.60 0.56 
Ciénaga FoO FoO FoO FoO 0.69 0.64 0.69 0.64 
Monteria FoO FoO FoO FoO 0.82 0.70 0.82 0.70 

Abbreviation: FoO= Fail on oversample.  630 

Feature selection using Random Forest gave as result that temperature was the main 631 
feature. Then, new trials were executed solely using it (see Table 10). The performance of 632 
the red boll weevils' algorithm was improved in general for Córdoba through feature 633 
selection, resulting in an increase in Accuracy and F1 scores on the training dataset, from 634 
82% (three features) to 83% (temperature only). However, not all cities obtained good results. 635 
For this reason, new tests were carried out including the three features as described later in 636 
this section. 637 

 638 
Table 10  639 
Outcomes of the classification model of red and black boll weevils using temperature. 640 

Boll weevils Accuracy F1-Score 
Training Test Training Test 

Reds 0.83 0.79 0.83 0.79 
Blacks 0.62 0.59 0.62 0.59 

 641 
XGBoost, was applied to the data, using three features for each city, as detailed in 642 

Table 11. The results showed that Lorica, Cereté and Ciénaga de Oro had better accuracy 643 
with black boll weevils, while Lorica and Cereté had better accuracy with red boll weevils. 644 
However, when a model was trained using data from all locations in Córdoba, including the 645 
samples from Ciénaga de Oro, Cereté, and Lorica, the accuracy for both black and red boll 646 
weevils was found to be lower. This decrease in accuracy could potentially be attributed to 647 
the unsuccessful oversampling technique applied in Ciénaga de Oro with data of red boll 648 
weevils, where the number of captures was predominantly in the low class. This skewed data 649 
distribution may have resulted in a biased model. That is, in Ciénaga de Oro, there were few 650 
captures of boll weevils; therefore, the categorization in the Medium and High classes was 651 
not sufficient to perform oversampling effectively. Specifically, the Low class had 946 652 
records, the Medium class had 36 records, and the High class had only 3 records. This limited 653 
representation of the Medium and High classes in Ciénaga de Oro significantly impacted the 654 
oversampling process, as the dataset lacked a robust distribution across all classes. 655 
Additionally, it should be noted that Montería, another city included in the study, had limited 656 
available features, with only maximum temperature and rainfall being recorded. 657 

 658 
Table 11  659 
Classification model with XGBoost using temperature, rainfall, and humidity. The experiment 660 

included four cities of Córdoba. 661 
Model Red boll weevil Black boll weevil 



 

21 

Accuracy F1-Score Accuracy F1-Score 
Train Test Train Test Train Test Train Test 

*Córdoba 0.82 0.82 0.82 0.82 0.60 0.60 0.59 0.59 
Cereté 0.78 0.77 0.78 0.77 0.57 0.52 0.57 0.52 
Lorica 0.88 0.88 0.88 0.88 0.66 0.58 0.66 0.58 
Ciénaga 
de Oro 

FoO  FoO FoO FoO 0.71 0.69 0.71 0.69 

Montería NH NH NH NH NH NH NH NH 
*Córdoba (included Cereté, Lorica, and Ciénaga de Oro). Abbreviation: NH = No humidity. FoO = 662 

Fail on oversample. 663 
 664 
The experiment was carried out after considering the results of previous experiments, 665 

and the models with the highest accuracy, Montería for black boll weevils and Lorica for red 666 
boll weevils, were used in this test. The purpose of the experiment was to assess whether the 667 
best model for one city could result in better classification results for other cities. The models 668 
were tested across all other cities to estimate their accuracy levels, and unfortunately, the 669 
results showed a decrease in accuracy levels. Specifically, Cereté's accuracy levels dropped 670 
from 52% to 29% for black boll weevils and from 77% to 48% for red boll weevils. In other 671 
words, the models that worked best for Lorica and Montería did not perform as well in Cereté. 672 

 673 

6.3 Results of Task 3 - Diagnosis/prediction of crop yield 674 
 675 
This section describes the experiments and scenarios carried out to evaluate the FS. 676 

After the FS generated outputs, the results were compared to the crop yield information 677 
provided by experts.  678 

 679 
 680 

Determination of the optimal membership functions for each scenario 681 
Experts were asked to provide specific values for low, medium, and high scales of 682 

certain variables through a survey. Each value corresponds to a number on the scale, and the 683 
mean and standard deviation were calculated for each value (Table 12). 684 

 685 
Table 12 686 
Survey Results: Experts’ Assessments.  687 

Variable 
 

Low Medium High 
Mean Std Mean Std Mean Std 

Attack level of the red boll weevil 3 1.41 16.66 2.35 25 4.08 
Attack level of the black boll weevil 2.66 1.69 15 4.08 25 7.07 
Rainfall 2.66 0.47 6 0.81 12.33 1.69 
Fertilizer 1.66 0.94 5 2.16 10.33 2.35 
Crop yield 1.16 0.23 2.33 0.23 3.83 0.23 

Abbreviation: Std= standard deviation 688 
 689 
The study used different membership functions for variables such as rainfall, black 690 

boll weevil attack level, red boll weevil attack level, fertilizer, and crop yield. These functions 691 
included triangular/trapezoidal or Gaussian combinations, while other variables like crop 692 
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stage, pheromone trap, and boll-weevil elimination tube only had triangular/trapezoidal 693 
membership functions. Overall, 32 possibilities were generated for each scenario, leading to 694 
a total of 288 combinations (9 scenarios x 32 possibilities). The mean and standard deviation 695 
were used to create the Gaussian shape in the membership function. The best combination of 696 
membership functions was chosen for each scenario, with Table 13 showing the best 697 
performance. In some cases, triangular/trapezoidal trends were observed (e.g., scenarios 1 698 
and 6), while in others, Gaussian trends were observed (e.g., scenario 9). The FS results were 699 
generally consistent with expert opinion, as shown in the last two columns.  700 

 701 
Table 13 702 
Evaluation of the best combination of membership functions. 703 

Scenario Membership Function FS Mean 
Expert Input Output 

1 T T T G T T T T 1.236 1.366 
2 T T T G T T T T 1.236 1.633 
3 G G T T G T T T 2.820 2.666 
4 G G T T G T T G 3.831 4 
5 G G T T G T T G 3.831 4 
6 T T T T T T T T 2.880 2.766 
7 G G T T G T T G 1.655 1.5 
8 G G T T G T T G 3.831 4 
9 G G T G G T T G 1.917 1.833 

The input variables are fertilizer, crop stage, rainfall, pheromone trap, black attack level, red attack level, and 704 
boll-weevil killing tube. The output variable is crop yield. T = triangular / trapezoidal membership function; G 705 
= Gaussian membership function 706 
 707 
Evaluation of the estimation capabilities of our FS 708 

To further elaborate, the purpose of the test was to evaluate the accuracy and 709 
effectiveness of the fuzzy system in predicting crop yield values across various scenarios. 710 
The best models, which included formats of the membership functions, were chosen for each 711 
scenario, and were used in the test. The test involved considering different values of the input 712 
variables that described each scenario, which amounted to more than 50,000 entries. The 713 
fuzzy system generated results (FS outputs) for each input value, which were then compared 714 
to the crop yield established by experts. In order to compare the results with the crop yield 715 
established by the experts, the responses from each scenario were averaged to obtain a single 716 
crop yield value per scenario. This average value was then compared to the crop yield for 717 
each scenario defined by the experts. By comparing the crop yield values predicted by the 718 
FS with those established by the experts, the difference between the two was evaluated. 719 
Overall, the test was carried out to determine if the FS was consistent in predicting crop yield 720 
values that were comparable to those established by experts. This information could then be 721 
used to improve the accuracy of crop yield predictions and ultimately assist in decision-722 
making related to crop production. 723 
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To assess the effectiveness of our FS, we employed a duo of measures for evaluating 724 
its performance. First, we used R2 (0.9374), and second, the MSE (0.0661). We can see that 725 
the results are very good.  726 
 727 

6.4 Results of the Task 4 – Prescribing with strategies for crop management 728 
 729 
This section shows the results of ACODAT for integrated cotton crop management. 730 

For this, real data from cities in the region of Córdoba-Colombia were used.  We used 731 
different scenarios to validate the experiments. Some scenarios with specific characteristics 732 
and others mixed scenarios from the former. In this paper, we present both scenarios to show 733 
the application of the autonomous cycle until reaching prescription. Table 14 summarizes the 734 
scenarios described in this section. Scenario 1 had a medium level crop yield 735 
diagnosis/prediction and Scenario 2 had a low level. According to these levels, a prescription 736 
is needed to improve crop yield. 737 

 738 
Table 14 739 
Summary of the scenarios.  740 

Scenario A B Crop stage Rainfall Fertilizer C D 
Crop 
yield  

1 Low Low Vegetative High Medium Adequate Adequate Medium 
2 Medium Medium Fruiting Low NA NA NA Low 
Abbreviations: A = Attack level of red boll weevils, B = Attack level of black boll weevils, C = 741 

Pheromone trap, D = Boll-weevil killing tube, NA = The farmer did not use this item. 742 
 743 
Fig. 8 shows the results using the GA for the scenarios in Table 14. In some scenarios, 744 

convergence to optimal prescribing is faster than in others). For example, Fig. 8a. shows a 745 
convergence in seven generations, compared to Fig. 8b that shows a convergence in eight 746 
generations. The scenarios were tested several times, Fig. 8 shows the average of the 747 
generation in which the fitness function reaches the optimal strategy. Fig. 8a begins with 748 
values up to 80 and found the best prescription in generation number 7. Fig. 8b begins with 749 
values up to 250 and found the best prescription in the generation number 8. The value in the 750 
y-axis indicates the values average of the fitness function. The values higher indicated that 751 
the individual was penalized. The values closer to cero are appropriated because is an 752 
optimization problem of minimizing the costs.  753 

 754 
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A. Scenario 1 

 
B. Mixed Scenario  

Fig. 8. Graph of minimization of the fitness function (with 10 generations). 755 
 756 

6.5 General Discussion of Prescriptive Analysis 757 
 758 
In the diagnostic/prescribing task, only cases where the crop yield is low, or medium 759 

are invoked. Therefore, Table 15 shows high-performance scenarios. All prescription results 760 
were 100% correct with all activities included in the strategy and in this sense, the error rate 761 
was 0. The generation number needed to reach the prescription was different from scenario 762 
to scenario.  763 

 764 
Table 15 765 
Example scenarios and their results.  766 

Scenario The best 
prescription 

N generations Error Crop yield Type 

1 100% 7 0 Medium Mixing 
2 100% 7 0 Low Isolated 
3 100% 7 0 Medium Isolated 
4 100% 8 0 Medium Isolated 
5 100% 8 0 Low Isolated 
6 100% 8 0 Low Isolated 
7 100% 7 0 Low Isolated 
8 100% 8 0 Low Mixing 
9 100% 7 0 Low Mixing 

 767 
Now, we took two examples to show the results of the prescription in real conditions. 768 

The analysis of scenario 1 indicates a medium level of cotton crop yield and scenario 2 a low 769 
level.  770 

Scenario 1:  771 
The characteristics of this scenario are: first, it begins with the classification task of 772 

the boll-weevil population: The classification task received as input values of temperature, 773 
humidity and rainfall of the cultivated area and classified the attack level of the boll weevil 774 
as: low attack level of red boll weevils, low attack level of black boll weevils.  775 
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Second, the diagnosis/prediction task of crop yield received as input values the results 776 
of the previous task: a low attack level of red boll weevils and a low attack level of black boll 777 
weevils. Additionally, the crop was in the vegetative stage, the rainfall was high (17 mm). 778 
Also, at this stage, the farmer used 5 packages of fertilizer (medium), used pheromone traps, 779 
and a boll-weevil killing tube. As a result of this task, the diagnosis/prediction of the crop 780 
yield was medium (2.88 ton/ha), see Fig. 9.  781 

 782 

 783 
Fig. 9. Defuzzification of the output variable (crop yield with 2.88 tons/ha).  784 

 785 
Third, the prescription task for management crop received as input values the results 786 

of the previous task: a) a low attack level of red boll weevils, b) a low attack level of black 787 
boll weevils, c) a stage of the crop in vegetative, d) a high rainfall (17 mm). Also, at this 788 
stage, the farmer e) used five packages of fertilizer (medium), f) used pheromone traps, g) 789 
used a boll-weevil killing tube, and mainly, and h) the crop yield was diagnosed as medium. 790 
Therefore, according to the medium crop yield, ACODAT should generate a prescription 791 
with the best strategy. ACODAT then generates the best strategy as a recommendation to 792 
increase the cotton yield to achieve a high level. In this sense, the final prescription is the 793 
following chromosome:  794 

  795 
1 1 1 1 1 1 0 1 1 0 0 1 1 

Fig. 10 Best individual for the first scenario.  796 
 797 
Each gene corresponds to an activity. If there is a 0 the activity is not recommended 798 

and if there is a 1 the activity is recommended.  Table 16 shows the detail of each gene on 799 
the previous chromosome.  800 

  801 
 802 
 803 

Table 16 804 
Activity configurations of the best recommendation. 805 

Position on 
chromosome 

Gene Activity 

1 1 The cotton crop should be monitored more frequently. 
2 1 The area where the boll weevils were found should be marked, according to the 

last inspection. 
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3 1 The cotton buds (squares) of the cotton plants that have fallen to the ground must 
be collected daily. 

4 1 The bolls of the cotton plants that have been affected by the boll weevil must be 
collected to prevent the boll weevil from feeding and spreading. 

5 1 The previously demarcated area should be fumigated. 
6 1 Excessive rain must be evacuated using adequate drainage channels. 
7 0 The irrigation system should NOT be implemented. 
8 1 Soil analysis should be performed. 
9 1 The necessary amounts of fertilizer should be applied according to soil analysis 

and agronomist recommendations. 
10 0 Pheromone traps must NOT be placed. 
11 0 DO NOT move the pheromone traps frequently. 
12 1 Boll-weevil killing tubes should be installed. 
13 1 Boll-weevil killing tubes should be moved frequently. 

 806 
This result is correct because the prescription found an optimal strategy, minimizing 807 

costs and using activities that improve crop yield.  The prescription points out that the farmer 808 
a) should monitor the cotton crop more, b) should mark the area where the boll weevils were 809 
found, according to the last inspection, c) should collect daily the cotton buds (squares) of 810 
the cotton plants that have fallen to the ground, d) should collect the bolls from cotton plants 811 
that have been affected by the boll weevil and thus prevent further feeding and spread of the 812 
boll weevils, e) should fumigate the previously demarcated area, f) should evacuate the 813 
excessive rain with draining channels, g) should perform a soil analysis, h) should apply the 814 
right amount of fertilizer according to soil analysis and agronomist recommendations, i) 815 
should install boll-weevil killing tubes, and j) should move frequently the boll-weevil killing 816 
tubes. Activities a), b), c), d), and e) should be performed because monitoring and control 817 
activities are needed to quickly eradicate the boll weevil. Activity j) included boll-weevil 818 
killing tubes and exclude pheromone traps (i.e., the farmer should not use these activities 819 
simultaneously because it increases the cost and it is not necessary). In brief, the prescriptive 820 
model gives an accurate suggestion regarding the expert opinion on cotton cultivation.  821 

 822 
Scenario 2:  823 
The characteristics of this scenario are: first, it begins with the classification task of 824 

the boll-weevil population: The classification task received as input values of temperature, 825 
humidity and rainfall of the cultivated area and classified the attack level of the boll weevil 826 
as: medium attack level of red boll weevils, medium attack level of black boll weevils.  827 

Second, the diagnosis/prediction task of crop yield received as input values the results 828 
of the previous task: a medium attack level of red boll weevils and a medium attack level of 829 
black boll weevils. Additionally, the crop was in the fruiting stage, the rainfall was low (2 830 
mm). Also, at this stage, the farmer did not use fertilizer, pheromone traps, and a boll-weevil 831 
killing tube. As a result of this task, the diagnosis/prediction of the crop yield was low (1.23 832 
ton/ha), see Fig. 11.  833 

 834 
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 835 
Fig. 11. Defuzzification of the output variable (crop yield with 1.23 tons/ha).  836 

 837 
Third, the prescription task for management crop received as input values the results 838 

of previous task: a) a medium attack level of red boll weevils, b) a medium attack level of 839 
black boll weevils, c) a stage of the crop in fruiting, d) a low rainfall (2 mm), e) at this stage 840 
the farmer did not use fertilizer, f) nor pheromone traps, g) no tube kills weevils, and mainly, 841 
h) the crop yield was diagnosed as low. Therefore, and according to the low crop yield, 842 
ACODAT then generates the best strategy as a recommendation to increase the cotton yield 843 
to achieve a high level. In this sense, the final prescription is the following:  844 

 845 
  846 

0 0 1 1 1 0 1 0 0 0 0 0 0 
Fig. 12 Best individual for the second scenario.  847 

 848 
Table 17 shows the detail of each gene on the previous chromosome.  849 
  850 

Table 17  851 
Activity configurations of the best recommendation. 852 

Position on 
chromosome 

Gene Activity 

1 0 The cotton crop should NOT be monitored more frequently. 
2 0 The area where the boll weevils were found should NOT be marked, according to 

the last inspection. 
3 1 The cotton buds (squares) of the cotton plants that have fallen to the ground must 

be collected daily. 
4 1 The bolls affected by the boll weevil should be collected to prevent further feeding 

and propagation of the boll weevils. 
5 1 The previously demarcated area should be fumigated. 
6 0 Excessive rain must NOT be evacuated using adequate drainage channels. 
7 1 An irrigation system should be implemented. 
8 0 Soil analysis should NOT be performed. 
9 0 Fertilizer should NOT be applied.  
10 0 Pheromone traps should NOT be placed. 
11 0 Pheromone traps should NOT be moved frequently. 
12 0 Boll-weevil killing tubes should NOT be placed. 
13 0 Boll-weevil killing tubes should NOT be moved frequently. 
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 853 
This result is correct because the prescription found an optimal strategy, minimizing 854 

costs and using activities that improve crop yield.  The prescription points out that the farmer 855 
should a) pick up daily the cotton buds (squares) of the cotton plants that have fallen to the 856 
ground, b) collect the bolls affected by the boll weevil to prevent further feeding and 857 
propagation of the boll weevils, c) fumigate the previously demarcated area, and d) increase 858 
water irrigation with an irrigation system. It should be noted that fumigation is recommended 859 
considering the previous demarcation, i.e., as the crop is in the fruiting stage, actions in 860 
previous stages should have included demarcation. Since the crop is in the fruiting stage, the 861 
prescription did not include crop analysis activities, fertilizer application, use of pheromone 862 
traps, or use of boll-kill weevil tubes, because they are economically unviable at this stage of 863 
cultivation. In brief, the prescriptive model gives an accurate suggestion regarding the expert 864 
opinion on cotton cultivation. 865 

6.6 General discussion  866 
Our proposal monitored the data and processed it to generate statistical analyses on 867 

the behavior of insect pests on cotton crops. A set of variables and expert opinions were 868 
considered to diagnose/predict cotton yield. Finally, we use the data processed above to 869 
prescribe the best strategy for integrated cotton crop management.  870 

The classification task of the boll-weevil population was performed using XGBoost 871 
with 88% of accuracy using climate data. The results of the diagnosis/prediction of cotton 872 
yield showed that can a) manage the uncertainty from the variables of the context or the 873 
model, b) manage the knowledge of the experts to adapt the model, and c) use concurrently 874 
variables of the climate, of the pests, crops, and fertilizers. The results of the prescription task 875 
showed that using GA is possibly found the optimal strategy according to the context.  876 
Overall, these results show that the integrated use of data collection, data processing and 877 
decision-making technologies are useful in PF for cotton crop management.  878 

6.7 Comparison with previous works 879 
This study defines an ACODAT for integrated cotton management. The tasks have 880 

been validated by experts with good results in classification, diagnosis/prediction, and 881 
prescription tasks. We introduce a set of qualitative criteria in this section to compare our 882 
work with other related works. These criteria are: 883 

Criterion 1 - Uncertainty model: whether they proposed uncertainty models for 884 
diagnosis/prediction.  885 
Criterion 2 - Integrate management: whether they consider the integrated management of 886 
the crop. 887 
Criterion 3 - Production: whether they considered improve the production of the crops. 888 
Criterion 4 - Autonomous systems (AS) that include among other tasks, classification, 889 
diagnosis/prediction, and prescription tasks to improve the production. 890 
Criterion 5 - Simultaneous use of Climatic, pests, Fertilizer, and Crop variables (CLFCT). 891 

  892 



 

29 

According to the above criteria, Table 18 shows the comparison with the related 893 
works. The existing papers did not meet all the requirements. All the criteria we consider in 894 
our work are important because working together allow the operation of a robust system with 895 
autonomous tasks for integrated cotton crop management. 896 
 897 

Table 18 898 
Comparison with other works. 899 

Work Uncertainty 
model 

Integrate 
management 

Production AS CLFCT 

Tribouillois et al. (2022)  ✓ ✓   
Aggarwal et al. (2022)  ✓ ✓   
Wu et al. (2020)  ✓ ✓   
Hajimirzajan et al., (2021)  ✓ ✓   
This work ✓ ✓ ✓ ✓ ✓ 

Abbreviation: CLFCT= Simultaneous use of Climatic, of pests, of Fertilizer, and of Crop variables. 900 
Production = Whether the study considered improving crop production. AS= Autonomous systems that include 901 
classification, diagnosis/prediction, and prescription tasks. 902 

 903 
Some studies related used integrated management. For example, Tribouillois et al. 904 

(2022) build an integrated modeling of crop and water management to optimize irrigation. 905 
Hajimirzajan et al., (2021) defined a large-scale crop planning, which involves a 906 
comprehensive strategic framework that employs a decision support system to determine the 907 
sustainable use of water, as well as optimal crop selection, timing, and cultivation practices. 908 
Aggarwal and colleagues (2022) developed a system of geospatial analysis to preserve land 909 
fertility, optimize agricultural revenue, and minimize agricultural pollution and water 910 
consumption. Wu et al. (2020) developed a model for integrated nutrient management. It 911 
should be noted that the previous authors used integrated crop management because they 912 
considered different variables to have a broad management of the analyzed context. But no 913 
one of them uses different data analysis tasks, with different variables, and an autonomous 914 
cycle to integrate them, which our work does. They also do not consider knowledge obtained 915 
from expert recommendations to fit the model. 916 

As previously discussed, our approach is the initial one to combine these criteria and 917 
propose an integrated cotton management approach using an ACODAT, which can be 918 
developed further with multi-agent systems (Aguilar et al., 2007; Terán et al., 2017). The 919 
purpose of integrating the multi-agent systems paradigm is to make the system more 920 
adaptable, extendable, and autonomous, as described by Vizcarrondo et al. (2017). 921 

7 Conclusions 922 

The objective of this work was to develop a system of PF using an ACODAT for the 923 
integrated management of cotton. The cycle used tasks of data processing, 924 
classification/prediction of cotton yield, and prescribing strategies for integrated cotton 925 
management. In the autonomous cycle, each task communicates with the next and passes 926 
processed information. Also, each task has its own AI techniques and the integration of all 927 
of them produces strategies according to the context of the crop. The combined use of data 928 
analysis tasks in one cycle provided notable advantages compared to isolated techniques. To 929 
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our knowledge, this is the first work to use an autonomous architecture to support integrated 930 
cotton management. 931 

We consider some limitations in this work. First, for the diagnosis/prediction of 932 
cotton yield, the fertilizer variable only included the amount used. Secondly, for the 933 
diagnosis/prediction of cotton yield we used only the behavior of the boll weevil. Future work 934 
should be aimed at improving the diagnosis/prediction model including more variables (e.g., 935 
specific fertilizers), and including the behavior of other insect pests and diseases. Third, this 936 
proposal did not include pheromone traps with real-time data updating in its case study. This 937 
would be an improvement that can be incorporated into the system to have more immediate 938 
feedback. In addition, we have planned to integrate this work with an autonomous cognitive 939 
architecture for agriculture. Our approach involves defining a meta-learning task, which will 940 
enable us to create models of weevil behavior specific to different regions. To achieve this, 941 
we will utilize the transfer learning paradigm, which involves transferring knowledge gained 942 
from one task to another related task. By doing so, we hope to improve the accuracy and 943 
efficiency of the system's predictions and provide valuable insights to farmers and other 944 
stakeholders in the agricultural sector. As a final point, the models we develop for weevil 945 
behavior will be integrated with our cognitive architecture, which is based on the multi-agent 946 
systems paradigm. Our decision to use this approach is rooted in the fact that agent theory 947 
has already established many effective modeling capabilities and implementations, which 948 
can be leveraged to improve the accuracy and efficiency of our models. 949 
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Abstract 13 

Boll weevil is an important pest that affects cotton crops worldwide, causing significant 14 
economic losses. The classification of the boll-weevil population is crucial for developing 15 
effective pest management strategies. However, the limited availability of data and features 16 
makes classification a challenging task. This study aimed to investigate the use of Transfer 17 
Learning (TL) techniques to improve the classification of boll weevil populations. Three 18 
types of TL techniques, instance-based, feature-based, and parameter-based, were studied to 19 
improve the classification performance of the machine learning algorithms. This work used 20 
data from two domains, one with a limited number of instances and the other with a limited 21 
number of features, to test the proposed approach. Climate variables were incorporated as 22 
features to predict the level of the boll-weevil attack. The proposed approach achieved 23 
significant improvements in classification accuracy for both the limited instances and limited 24 
feature domains. The case with few instances initially, reached an accuracy of 90.79%, while 25 
the case with few features reached an accuracy of 96.28%. The results demonstrate the 26 
effectiveness of TL techniques in improving the classification of boll-weevil populations in 27 
cotton crops when there is a limited amount of data and/or features. 28 
 29 
Keywords: Transfer learning, Machine Learning, Artificial Intelligence, Insect pests, cotton 30 
management.  31 
 32 

1. Introduction 33 

The boll weevil (Anthonomus grandis) is an important pest that affects cotton crops 34 
worldwide, causing significant economic losses (Ben Guerrero et al., 2020; Grigolli et al., 35 
2017). The classification of the boll-weevil population is crucial for developing effective pest 36 
management strategies (Toscano-Miranda, Hoyos et al., 2022). However, the classification 37 
of boll-weevil populations is a challenging task due to the limited availability of data and 38 
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features. Thus, traditional classification methods have been used to classify boll weevil 39 
populations, but they have limitations in terms of accuracy (Toscano-Miranda, Hoyos et al., 40 
2022). 41 
TL techniques have shown remarkable success in improving the performance of machine 42 
learning algorithms by transferring knowledge from one domain to another (Pan & Yang, 43 
2010; Xu et al., 2023). TL techniques have been used to improve the classification of various 44 
pests in different contexts (Al Sahili & Awad, 2023; Hadipour-Rokni et al., 2023; Thenmozhi 45 
& Srinivasulu Reddy, 2019; Coulibaly et al., 2022; Huang et al., 2022; Li et al., 2021). For 46 
example, TL techniques have been used to improve the classification of pests in crops such 47 
as citrus fruit, and tomato (Hadipour-Rokni et al., 2023; Huang et al., 2022). Specifically, Al 48 
Sahili & Awad (2023) used TL to develop accurate models for agricultural classification 49 
tasks with limited data. The study applied TL on ImageNet pre-trained models, where 50 
ImageNet was the generic dataset and AgriNet was the target dataset. The pre-trained models 51 
were then fine-tuned on the AgriNet dataset to improve their performance. The study found 52 
that VGG19 surpassed all other models with an accuracy of 94% and an F1 score of 92%. 53 
VGG16 was ranked second, followed by InceptionResNet-v2. The study evaluated the 54 
superiority of the proposed models using TL on two agricultural datasets. The AgriNet 55 
models achieved higher accuracies than the ImageNet models, and VGG19 was the best-56 
performing model. Thenmozhi & Srinivasulu Reddy (2019) used TL to retrain deep-learning 57 
models and improve the efficiency and accuracy of insect classification tasks. The study used 58 
a wide range of insect pests from different field crops such as rice, maize, soybean, sugarcane, 59 
and cotton crops. The pre-trained models such as AlexNet, ResNet, GoogLeNet, 60 
and VGG were used as fixed feature extractors. By fine-tuning the pre-trained models with 61 
TL, the proposed convolutional neural networks (CNN) model achieved higher accuracy in 62 
insect classification compared to the pre-trained models alone. The proposed model was 63 
evaluated on three different insect datasets, and it achieved high accuracy for each dataset 64 
(between 92.25% and 95.97%). The study also analyzed the effects of different 65 
hyperparameters on the performance of the proposed model.  66 
Similarly, Meena et al. (2023) used TL with pre-trained CNNs to be adapted by retraining 67 
them with smaller datasets, with a different distribution than the larger datasets used to train 68 
the network. In this study, multiple types of CNN architecture (Densenet 201, Mobilenet, 69 
VGG 16, Hyper-parameter Search, and Inception V3) were used on agricultural image data 70 
for plant leaf disease detection, pest detection, and weed detection. The fine-tuned Inception 71 
V3 model achieved 87.85% accuracy, while the Mobilenet and VGG 16 models achieved 72 
accuracies of 91.85% and 78.71%, respectively. The Densenet model performed well with 73 
99.62% accuracy, and the Hyper-parameter Search had 71.07% accuracy. Hadipour-Rokni et 74 
al. (2023) used TL with a deep learning model to leverage pre-existing knowledge from a 75 
previously trained model for a different task. The researchers used a pre-trained model on a 76 
large image dataset (ImageNet) to extract general features from the citrus fruit images and 77 
then fine-tuned the model using the dataset of citrus fruit images to classify the pests. The 78 
study found that TL was an effective technique for the early detection of pests in agricultural 79 
products using machine vision systems and deep learning. The AlexNet and GoogleNeT 80 
models had the highest accuracy (99.33% and 99.27%, respectively) in diagnosing citrus fruit 81 
disease, with the AlexNet model having the lowest calculation time. The study suggested that 82 
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pre-trained models could be used in similar applications to save time and computational 83 
resources. 84 
Additionally, Coulibaly et al. (2022) used TL to improve the accuracy of the classification 85 
model in insect pests. TL used the Inceptionv3 model, which achieved an accuracy of 67.88% 86 
in the test set. By leveraging the pre-trained layers of Inceptionv3, the authors were able to 87 
reduce the number of network parameters by 41% without affecting the accuracy and loss 88 
classification. Also, TL made it possible to use visualization methods to understand what the 89 
model has learned, identify biases in the data that affect the training process, and debug the 90 
model to visualize these biases. Finally, TL contributed to improving the overall performance 91 
of the deep learning model in this study. Huang et al. (2022) achieved that the knowledge 92 
learned from one problem was transferred to another problem in a different but related field. 93 
In this case, TL-based CNN models were used to identify tomato pests by transferring 94 
knowledge learned from other image recognition tasks. The authors improved the accuracy 95 
of tomato pest identification with CNN models (AlexNet, InceptionV3, VGG16, and 96 
ResNet50) and image augmentation technology. This approach improved learning efficiency 97 
and reduced training time.  In summary, these studies used TL techniques with images to 98 
improve learning tasks in insect pest classification. However, to the best of our knowledge, 99 
the use of TL techniques to classify boll weevil populations has not been explored. 100 
Specifically, the use of TL techniques with structured data to classify boll weevil populations 101 
has not been analyzed. Therefore, there is a need to investigate the use of TL techniques to 102 
improve the classification of boll weevil populations.  103 
The aim of this study is to investigate the use of TL techniques to improve the classification 104 
of boll weevil populations by incorporating climate variables as features. Three types of TL 105 
techniques, instance-based, feature-based, and parameter-based, were studied to improve the 106 
classification performance of the XGBoost algorithm, which is the best machine learning 107 
algorithm for this type of task according to (Toscano-Miranda, Hoyos et al., 2022). The study 108 
also aims to test the proposed approach using data from two domains, one with a limited 109 
number of instances and the other with a limited number of features.  110 
The rest of the paper is organized as follows: Section 2  introduces the dataset of the boll 111 
weevil in cotton crops and the TL approaches existent in the literature. Section 3 presents the 112 
design of our approach of TL for the classification of boll-weevil populations. Section 4 113 
shows the instantiation of our TL approach in different case studies in cotton crops. Section 114 
5 presents the results of the case studies, and Section 6 concludes the paper by highlighting 115 
some of the future directions of this work. 116 

2. Materials and method 117 

2.1 TL approaches in the literature 118 
According to Pan & Yang (2010), TL approaches can be divided into four categories: 119 
instance-based transfer, feature-based transfer, parameter-based transfer, and relational-120 
based transfer. These categories provide a general framework for understanding the different 121 
approaches to transfer learning and are the basis for the development of new TL methods. 122 
 123 
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 124 
 125 
Instance-based transfer learning  126 
According to Pan & Yang (2010), Instance-based TL is an approach that assumes that certain 127 
parts of the data in the source domain can be reused for learning in the target domain. Thus, 128 
the instance-based transfer involves transferring instances from the source domain to the 129 
target domain (see Fig 1 for the case of classes). This approach involves measuring the 130 
similarity between a source and a target domain and selecting a similar source domain that 131 
has much more training data than the target domain. The approach can choose a pre-trained 132 
model that was learned from the source domain and fine-tunes it on the target domain using 133 
the re-weighted data (Pan & Yang, 2010; Yang et al., 2020).  134 
 135 

 136 
Fig. 1. Example of Instance-base TL 137 

 138 
Feature-based transfer learning  139 
Feature-based TL is an approach that involves transferring the feature representations learned 140 
from the source domain to the target domain (Pan, 2010; Pan & Yang, 2010; Aguilar et al., 141 
2020). This approach assumes that the feature spaces between the source and target domains 142 
are similar, or can be aligned. The learned features from the pre-trained model are then fed 143 
as input to a new model, which is trained on a different dataset or task.  The advantage of 144 
feature-based TL is that it can be used when there is not enough data to fine-tune the entire 145 
pre-trained model, but still, the learned features can be useful in the new task (Oquab et al., 146 
2014; Pan, 2010; Pan & Yang, 2010; Yosinski et al., 2014). Figure 2 shows the process of 147 
transferring features  148 
 149 
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 150 
Fig. 2. Example of Feature-based TL. 151 

 152 
Parameter-based transfer learning  153 
Parameter-based TL is an approach that involves transferring the parameters, or prior 154 
distribution of hyperparameters, from the source domain to the target domain (see Figure 3). 155 
This approach assumes that the models for related tasks share some parameters or prior 156 
distribution of hyperparameters. This involves learning the source task first and then 157 
transferring the learned parameters to the target task. The pre-trained model is adapted to a 158 
new task by reusing some or all its pre-trained parameters, which are then fine-tuned on the 159 
new task using additional data. The advantage of parameter-based TL is that it can lead to 160 
higher performance on the new task, especially when the new task is similar to the pre-161 
training task (Bashath et al., 2022; Chakraborty et al., 2022; Pan & Yang, 2010).  162 
 163 

 164 
 165 

Fig. 3. Parameter-base TL. 166 
 167 
Relational-based transfer learning  168 
Relational-based TL is an approach that focuses on learning the relations between the source 169 
and target domains (Mihalkova & Mooney, 2009; Pan & Yang, 2010). Particularly, 170 
relational-based transfer involves transferring relational knowledge from the source domain 171 
to the target domain (see Fig. 4). This approach finds past knowledge in the source domain 172 
to be used in the current context by the target domain. This assumes that there is a relationship 173 
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between the source and target domains that can be leveraged to improve the performance of 174 
the target task. Relational-based TL can be used in scenarios where the domains of the source 175 
and target tasks are not the same but interrelated (Day & Khoshgoftaar, 2017; Pan & Yang, 176 
2010; Tan et al., 2017).  177 
 178 
 179 

 180 

Fig. 4. Relational-base TL. 181 
 182 

2.2 Study area and datasets 183 
To validate our proposal, we utilized cotton crops as a case study, which are in various 184 
regions of Córdoba, Colombia. These regions include cities that make up the Sinú Valley, 185 
namely High, Middle, and Low Sinú, as mentioned in Trebilcok (2020), and are situated at 186 
approximately ~8°55'33.6"N, 75°48'16.5"W (see Fig. 5). We collected data for our study 187 
from the net of monitoring of the boll weevil established by the Colombian Agricultural 188 
Institute (ICA) and climate data recorded by the Colombian Institute of Hydrology, 189 
Meteorology and Environmental Studies (IDEAM). Specifically, we analyzed data from the 190 
cities of Montería, Cereté, Lorica, and Ciénaga de Oro, covering the period of 2018 to 2021. 191 
The reason for selecting these areas was due to their cultivation of cotton and the availability 192 
of pheromone trap records. 193 
 194 



 

7 

 195 
Fig. 5. Geographical regions of cotton crops in Córdoba 196 

 197 
Datasets from regions of the Sinú Valley were used. These datasets included three climatic 198 
variables and the number of red and black boll weevils captured in pheromone traps. Table 199 
1 shows the distribution after processing and cleaning the dataset (Toscano-Miranda, Hoyos 200 
et al., 2022). Lorica, Cereté included the climate variables and the red and black boll weevils. 201 
However, Ciénaga de Oro and Montería did not have enough samples for red boll weevils 202 
and their relationship with all climatic variables. This particularity made it suitable to apply 203 
our proposal of TL. 204 
 205 

Table 1. Dataset distribution. 206 
City Samples Temperature Humidity  Rainfall 
Lorica 1800~ ✓  ✓  ✓  
Cereté 4000~ ✓  ✓  ✓  
Ciénaga de Oro 900~ ✓    | ✓ Black   | ✓ Black 
Montería 1000~ ✓  

 
  | ✓ Black 

 207 
We used five techniques, eXtreme Gradient Boosting (XGBoost), Random Forest, Decision 208 
Tree, Support Vector Machine, and Artificial Neural Network with multilayer perceptron, 209 
which were chosen because they have been techniques that have given very good results in 210 
previous works in various disciplines (Toscano-Miranda, Toro et al., 2022). As a result of 211 
the comparison of these five techniques, XGBoost gave the best accuracy (88%). These 212 
analyses and results were presented in previous works (Toscano-Miranda, Hoyos et al., 213 
2022). Therefore, XGBoost is used in the present study.  214 
 215 
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3. Design of our TL approaches 216 

The TL was applied from the source domain (Xs) to the target domain (Xt) using a metric to 217 
determine the similarity between the domains. For the determination of this similarity metric, 218 
a statistical analysis with mean, standard deviation and variance was used. This study uses 219 
the instance-, feature-, and parameter-based TL techniques. In the next subsections, we will 220 
describe each technique in our work. 221 

Instance-based transfer learning  222 
This technique uses a horizontal treatment of the data set (that is, samples/instances). From 223 
now, we will call them instances. The source domain transfers data because the datasets of 224 
the target domain are few. Fig. 6 shows the use of the instance-based TL approach. We use 225 
the similarity of the instances with all the features (F1, F2, F3) between the source domain 226 
and target domain to compare the different sources. The source domain that has major 227 
similarity with the target domain, and also, good accuracy, is selected. Thus, this process 228 
generates new instances in the target domain according to the similarity of the instances.  229 
 230 

 231 
Fig 6. Instance-based TL in our case study. 232 

 233 
Algorithm 1 shows the steps to reach the TL. A similarity threshold is defined to establish 234 
the instances to select. Instances with a similarity greater than 75% were selected. Thus, 235 
during step 4 of algorithm 1, the instances of the source domain that are similar to the target 236 
domain are determined, and then, added to the target domain dataset as new instances. Then, 237 
in step 5 of algorithm 1, the model for the target domain is trained with both old instances 238 
and new instances. Finally, in step 6, the set of tests is used in the model of the target domain 239 
to evaluate its quality. 240 
 241 
 242 
 243 
 244 
 245 
 246 
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Algorithm 1: instance-based TL algorithm  
Input:  
Xs: Source domain of boll weevil 
Xt: Target domain of boll weevil 
 
Output: TL in the target domain 

  
1.  Train several Xsi 
2.  Test Xsi 
3.  Analysis of statistical similarity of all instances of the best Xsi‘s 

vs Xt, using the features F1, F2, F3  
4.  The best instances similar to the selected Xsi pass as new 

instances to the Xt 
5.  Train with the entire Xt with the new instances  
6.  Test Xt 

 247 

Feature-based transfer learning 248 
This technique uses a vertical treatment of the dataset. We used as the source domain the 249 
datasets of the cities with the best accuracy and similarity to the target domain. Suppose we 250 
have three features (e.g., F1, F2 and F3). The selected source domain transfers features to the 251 
target domain because the target domain datasets do not have all the features (missing 252 
features, e.g., F2 and F3). We applied statistical similarity of the common features (i.e., F1) 253 
between possible source domains (with good accuracy) and the target domain to select one 254 
of them. Like the previous technique, samples were selected whose features (columns) 255 
obtained a similarity greater than 75%. Then, F2 and F3 from the selected source domain are 256 
transferred to the target domain (see Fig. 7). Note that the similarity analysis was made based 257 
on the statistical metrics of F1.  258 
 259 

 260 
Fig. 7. Feature-based TL in our case study. 261 
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Algorithm 2 shows the steps to reach the TL. A similarity threshold was defined to establish 262 
the instances to select. In this case, samples were selected whose features (columns) obtained 263 
a similarity greater than 75%. In step 3.2 of algorithm 2, the source dataset whose F1 is most 264 
similar to the F1 of the target dataset is selected. Then in step 4, the most similar instances 265 
according to feature F1 of the selected source dataset are selected to take their other features. 266 
In step 5, the new features (F2, F3) are added to the target domain dataset. Finally, the model 267 
of the target domain is trained and tested with both the old and new features (see steps 6 and 268 
7). 269 
 270 
 271 
Algorithm 2: feature-based TL algorithm  
Input:  
Xs: Source domain of boll weevil 
Xt: Target domain of boll weevil 
 
Output: TL in the target domain 

  
1.  Train several Xsi 
2.  Test Xsi 
3.  Select the best Xsi’s 

3.1 Analysis of similarity of F1 (temperature) between each 
selected Xsi and Xt 

3.2 Select the Xsi more similar to Xt 
4.  Select the instances more similar from the selected Xsi (according 

to F1) 
5.  The instances more similar pass to the target domain with their 

new features (F2, F3) to the Xt 
6.  Train with the entire Xt with the new features  
7.  Test Xt 

Parameter-based transfer learning  272 
With the parameter-based TL technique, we improved the target domain (Xt) using the 273 
parameters of the best model applied to the source domain (Xs). For this purpose, firstly, we 274 
selected the best model trained on the source domain. Second, we transferred the parameters 275 
of this model to the model of the target domain to improve it. Source domains (Xs) are those 276 
machine learning models with the highest precision and whose data sets it trained on have a 277 
most statistically similar to the target domain (Xt). The most similar and best model is the 278 
one used to transfer all its parameters (see Fig. 8).  279 
 280 
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 281 
 282 

Fig. 8. Parameter-based TL in our case study. 283 
 284 
 285 
Algorithm 3 shows the steps to reach the TL. The best source domain is selected for 286 
transferring its parameters to the target domain (see steps 3.1 and 3.2). In step 4, the model 287 
of the target domain is trained with the new parameters. Finally, in step 5, testing is performed 288 
with the target domain model.    289 
 290 
Algorithm 3: parameter-based TL algorithm  
Input:  
X1s: Source domain of boll weevil  
X2s: Source domain of boll weevil 
Xt: Target domain of boll weevil  
 
Output: TL in the target domain 

  
1.  Train several Xsi’s  
2.  Test Xsi’s  
3.  If the accuracy of Xt  is not good 
 
 

3.1 Select the best Xsi 
3.2 Transfer the parameters of the selected Xs to Xt 

4. Train Xt with the transferred parameters 
5. Test Xt 

4. Instantiation of our TL approaches in our Case study 291 

TL techniques were applied using the XGBoost algorithm. XGBoost is the technique with 292 
the best results in previous works (Guo et al., 2020; Tawalbeh et al., 2020; Liu et al., 2020; 293 
Toscano-Miranda, Hoyos et al., 2022). The experiments included the datasets with 294 
information about climate data (temperature, rainfall, and humidity) and the level attack of 295 
the red boll weevil. The black boll weevil obtained low accuracy in all the cases (lower than 296 
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70%) in a previous work (Toscano-Miranda, Hoyos et al., 2022), and therefore, it was not 297 
used in this study. 298 
Table 2 shows the distribution of the dataset in each city and the TL technique that was used 299 
in each case study. In previous work, Lorica city had the best results of accuracy in the 300 
classification model (see Table 2 and (Toscano-Miranda, Hoyos et al., 2022)). The city of 301 
Cereté had more samples but less accuracy than the city of Lorica. Therefore, we used 302 
parameter-based TL from Lorica to Cereté to improve its accuracy. Ciénaga de Oro city has 303 
less samples than Lorica city, therefore, we used instance-based TL from Lorica to Ciénaga 304 
de Oro to improve its accuracy using the similarities between these domains. Monteria city 305 
did not have all the climatic data. Montería only had the temperature. Therefore, we used 306 
with Montería city a feature-based TL approach to improve the accuracy using the statistical 307 
similarity between the common features.    308 

 309 
Table 2. Dataset distribution vs TL technique. 310 

City Remarks Samples TL  Previous Accuracy 
Lorica The best accuracy. 

Used as a source 
domain 

1800~ NA 88% 

Cereté With more 
instances. Used as 
source and target 
domains 

4000~ C  76,68% 

Ciénaga de 
Oro 

Used as a target 
domain 

900~ A, C NA 

Montería Used as a target 
domain 

1000~ B NA 

Abbreviations: A = Instance-based TL, B = Feature-based TL, C = Parameter-based TL, NA = Not apply 311 
 312 
Eq. (1) and Eq. (2) were used to determine the similarity between source and target domains. 313 
The similarity of each feature is given by: 314 
 315 

𝑆(𝑖) = 	 '1 −
*𝑋!"#$%&' * − 𝑋()$*&('

𝑚𝑎𝑥/𝑋()$*&(0
1 (1) 

 316 
where i indicate the current feature, S is the percentage of similarity, Xsource is the source 317 
domain, Xtarget is the target domain. 318 
 319 
The similarity of all features per instance is given by, 320 
 321 

𝑆(ℎ) = 	
1
𝑛4𝑆(𝑖)

+

',-

 (2) 

 322 
 323 
where h is the current instance and n is the number of features.  324 
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Instance-based transfer learning  325 
The purpose of this technique was to improve the target domain (Ciénaga de Oro) using as 326 
the source domain Cereté and Lorica. In a previous work (Toscano-Miranda, Hoyos et al., 327 
2022), the Ciénaga de Oro domain failed because it did not have enough instances in each 328 
class. The dataset of the target domain had 985 instances. The quantity of red boll weevil 329 
captured in pheromone traps was recorded and classified as Low, Medium, and High. The 330 
Low class means the number of red boll weevils between 0 to 4. The Medium class means 331 
the number of red boll weevils between 5 to 20. High class means the number of red boll 332 
weevils is greater than 20. For the Low class, there were 946 instances with information about 333 
of the number of boll weevils, 36 for Medium, and 3 for High (see Table 3). 334 
 335 
Table 3. Target domain: Distribution of the quantity of instances per Low, Medium, and High class.  336 

Class of boll weevil Instances 
Low (0 to 4) 946 
Medium (5 to 20) 36 
High (> 20) 3 
Total 985 

 337 
In this case, the oversampling technique failed in the target domain due to there were few 338 
instances in the High class.  339 

Feature-based transfer learning 340 
In a previous work (Toscano-Miranda, Hoyos et al., 2022), the results of the Montería domain 341 
only included the feature of temperature. For this reason, it was selected as the target domain 342 
in this study. Thus, the Montería dataset is the target domain because have one feature of 343 
climate. In our case study, we used as the source domain the datasets of the cities with the 344 
best accuracy (i.e., Lorica and Cereté). The source domains have three features (temperature, 345 
humidity, and rainfall).  346 
We applied statistical similarity of the common features (in this case, the temperature) 347 
between the possible source domains and the target domain. Feature 2 (humidity) and feature 348 
3 (rainfall) from the selected source domain, are then transferred to the target domain 349 
according to the similarity of feature 1 (temperature) between the selected source domain and 350 
the target domain. The similarity analysis was made based on Eq. (1). 351 
The source domain included climate data (temperature, rainfall, and humidity) and the level 352 
attack of the red boll weevil (i.e., categorized as Low, Medium, or High class). The two 353 
domains were compared focusing on the common feature (temperature). If the instance of 354 
the target domain was in the same class (level attack Low, Medium, or High) of the source 355 
domain, then Eq. (1) was applied to determine the percentage of similarity between the 356 
feature of the temperature of the target domain and source domain. If the feature was in the 357 
threshold of similarity, then the other two features (humidity and rainfall) were transferred 358 
as new features to the target domain (for the same instance).  359 
For the target domain, 1052 instances with only one feature were analyzed. In the source 360 
domains, 1775 and 4083 instances with three features were analyzed (see Table 4). In 361 
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summary, only the temperature features that reach the similarity threshold are considered to 362 
pass their features to the target domain as new features.   363 
 364 
 365 

Table 4. Target domain and source domains with their instances and features. 366 

City Domain Instances 
Features 
Temperature Humidity Rainfall 

Montería Target 1052 ✓   
Lorica Source 1775 ✓ ✓ ✓ 

Cereté Source 4083 ✓ ✓ ✓ 

 367 

Parameter-based transfer learning  368 
In our case study, first, we selected the dataset of the city of Cereté as the target domain. 369 
Second, we use a parameter-based TL to improve its model results. We used the machine 370 
learning models developed by the dataset from the city of Lorica as source domains to 371 
improve the machine learning models from the city of Cereté. Thus, the parameters of the 372 
best models in the selected source domain are transferred to the model in the target domain. 373 
The Cereté dataset was used as the target domain because the precision was lower than that 374 
of Lorica. Thus, this technique used the configuration of the parameters from the source 375 
domain to the destination domain. In this way, this experiment aims to reduce the time to 376 
configure hyperparameters in the target domain. 377 

5. Results 378 

In this section, the proposed approaches to improve the prediction using TL paradigm are 379 
presented. The results of (Toscano-Miranda, Hoyos et al., 2022) were improved with our 380 
three techniques of TL. Based on the confusion matrix, three metrics (Accuracy, Recall, and 381 
F1 score) were used to evaluate the performances of our models. These metrics are given by 382 
(Pacheco et al., 2014),  383 
 384 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑜𝑙𝑙	𝑤𝑒𝑒𝑣𝑖𝑙	𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑇𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑖𝑛𝑝𝑢𝑡	𝑏𝑜𝑙𝑙	𝑤𝑒𝑒𝑣𝑖𝑙	𝑠𝑎𝑚𝑝𝑙𝑒𝑠 385 

 386 
 387 
 388 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑏𝑜𝑙𝑙	𝑤𝑒𝑒𝑣𝑖𝑙	𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦	𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙	𝑛𝑢𝑚𝑏𝑒𝑟	𝑜𝑓	𝑡𝑟𝑢𝑒	𝑐𝑎𝑠𝑒𝑠  389 

 390 
 391 

𝐹1	𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 392 

 393 
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Additionally, to test the results of our parameter-based transfer learning approach, we defined 394 
the following hypotheses (Vizcarrondo et al. 2012): 395 
 396 

𝐻.:	�̅�/0 =	𝛾+"1/0 397 
 398 

𝐻-:	�̅�/0 >	𝛾+"1/0 399 
 400 
where �̅�/0 is the accuracy mean of 1000 runs on testing set using the parameters transferred 401 
from Lorica city and 𝛾+"1/0 corresponds to the accuracy of the model without the application 402 
of transfer learning. To test the hypotheses, the Student's t test with superior tail alternative 403 
and 95% confidence was used. 404 

Instance-based transfer learning  405 
In this case study, we used as source domain the datasets of the cities with the best accuracy 406 
(i.e., Lorica and Cereté cities). The target domain was Ciénaga de Oro. After applying Eq. 407 
(1) and Eq. (2), the experiments were conducted with 75%, 90%, and 95% of similarity. Also, 408 
three experiments were conducted: The first experiment included the source domain of 409 
Cereté and the data of the red boll weevil.  The second experiment included the source 410 
domain of Lorica and the data of the red boll weevil. The third experiment included the source 411 
domain using the combination of instances of Cereté and Lorica with the data of the red boll 412 
weevil.  413 
The two domains (source and target) were compared using the algorithm (1): if the instance 414 
of the target domain was in the same class (Low, Medium, or High-level attack) of the source 415 
domain, then the Eq. (2) was applied to determine the percentage of similarity. If the instance 416 
was in the threshold of similarity, then it was transferred as a new instance to the target 417 
domain. Finally, new instances were added, with a minimum of 170.56% (see Table 5) and 418 
a maximum of 691.68% (see Table 6) of increase. Table 5 shows the increase of new 419 
instances in the target domain using the best results from the best source domain (Lorica) and 420 
different similarity thresholds (A, B, C). 421 
 422 

Table 5. Increase of new instances in the target domain. 423 

Class S-L T-C-O T-C-TL 
Instances Instances A B C 

0 1668 946 2614 2591 2544 
1 95 36 129 127 113 
2 12 3 11 8 8 
Total 1775 985 2754 2726 2665 
Increase of new instances: 1769 1741 1680 
Percentage increase: 179.59% 176.75% 170.56% 

Similarity between source and target domains: A: 75%, B: 90%, C: 95%. 424 
Abbreviations: S-L= Source Lorica, T-C-O: Target - Ciénaga de Oro - Original, T-C-TL: Target - Ciénaga de 425 
Oro - Processed with TL. 426 
 427 
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Table 6 shows that the combination of the two source domains (Lorica and Cereté) added 428 
more instances than just Lorica (shown in Table 5).  429 
 430 

Table 6. Increase of new instances in the target domain using as source domains the combination of Lorica 431 
and Cereté 432 

Class S-LC T-C-O T-C-TL 
Instances Instances A B C 

0 5510 946 7402 7379 7332 
1 268 36 338 334 276 
2 80 3 58 23 11 

Total 5858 985 7798 7736 7619 
Increase of new instances: 6813 6751 6634 
Percentage increase: 691,68% 685,38% 673,50% 

Similarity between source and target domains: A: 75%, B: 90%, C: 95%. 433 
Abbreviations: S-LC= Source Lorica+Cereté, T-C-O: Target - Ciénaga de Oro - Original, T-C-TL: Target - 434 
Ciénaga de Oro - Processed with TL. 435 
 436 
The target domain was then balanced with SMOTE and normalized with StandardScaler. 437 
Table 7 shows the results of the experiments with the different combinations of the source 438 
domains and the similarity threshold. The results showed that the model was improved and 439 
gave an accuracy of 90.79%. 440 
 441 

Table 7. Results for the set of testing using the target domain to Ciénaga de Oro and three source domains. 442 

Source domains 
A B C 

Accuracy 
F1-
Score Accuracy 

F1-
Score Accuracy 

F1-
Score 

Cereté 0.8329 0.8329 0.8821 0.8821 FoO 
Lorica 0.9018 0.9018 0.9074 0.9074 0.9079 0.9079 
Lorica + Cereté 0.8982 0.8982 0.8862 0.8862 0.8875 0.8875 

Similarity between source and target domains: A: 75%, B: 90%, C: 95% 443 
 444 
In general terms, the results showed that the accuracy increased with the similarity. It means 445 
that using 95% of similarity as the threshold gave the best results. Also, of the source domains 446 
used, Lorica showed the best accuracy. It is worth mentioning that experiments with 98% of 447 
similarity failed in oversample. Also, the results show that the instance-based TL gave better 448 
results in Ciénaga de Oro city (90.79%), compared with the best result of Lorica city (88%) 449 
found in (Toscano-Miranda, Hoyos et al., 2022). In general, with least similarity threshold, 450 
the experiments gave less precision, although more instances were added (see Tables 5 and 451 
6). On the other hand, with the source domain of Lorica is obtained the best results than with 452 
other combinations (e.g., Cereté, or Lorica + Cereté). Finally, instance-based TL helped a 453 
target domain that was having trouble finding predictions because it didn't have enough 454 
instances can now achieve higher accuracy.  455 
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Feature-based transfer learning 456 
In this case study, we use as source domains the datasets of the cities with the best precision 457 
(i.e., the cities of Lorica and Cereté) and as the target domain to Montería. The datasets 458 
included information related to the red boll weevil and climate data. Four experiments were 459 
conducted. In each experiment, two new features were added to the target domain using Eq. 460 
(1), and then, further actions were applied as follows: The first experiment used class 461 
balanced with SMOTE. The second experiment included new instances belonging to the High 462 
class of boll-weevil attack level. These instances were manually selected. Then, the entire 463 
dataset was balanced with SMOTE. In the third experiment, SMOTE was not used. The 464 
fourth experiment applied an automatic hybrid technique (feature-based plus instance-based).  465 
After adding the two features using feature-based TL, new instances were automatically 466 
added using instance-based TL by Eq. (2). Then, the dataset was balanced with SMOTE. 467 
Table 8 shows a summary of these experiments. 468 
 469 

Table 8. Description of the four experiments with feature-based TL. 470 
Experiment Description 
First (SMOTE) Two features were added, and the dataset was balanced with SMOTE. 
Second (Hybrid: Manual + 
SMOTE) 

Two features were added. Additionally, a set of instances of the High class of 
boll-weevil attack level were selected of the source domain and added to the 
target domain. This set of instances had the three features. Then, the dataset 
was balanced with SMOTE. 

Third (Pure) Two features were added. 
Fourth (Automatic hybrid) Two features were added. Then, new instances were automatically added 

using the instance-based TL approach Finally, the dataset was balanced with 
SMOTE. 

 471 
In summary, of the four experiments to test the feature-based TL approach, two experiments 472 
had instances added (manually or using the instance-based TL approach) and the other two 473 
did not. The experiments were conducted with 75%, 90%, and 95% of similarity. 474 
Table 9 shows the results of the four experiments with the three similarity thresholds. The 475 
first experiment had better quality by including the source domain of the city of Lorica and 476 
the oversampling technique with SMOTE. This was because similarity was better between 477 
the temperature characteristic of the source and target domains, compared to the other three 478 
experiments. The second experiment gave a lower precision than the first, although the 479 
difference was small. Manually selecting certain instances helped but was not the best 480 
strategy. The third experiment with the pure technique could not oversample because there 481 
were not enough instances in the high class. Finally, the results showed that the predictive 482 
model improved with the feature-based TL technique and gave an accuracy of up to 96.28%, 483 
surpassing the results of the city of Lorica (88%) found in (Toscano-Miranda, Hoyos et al., 484 
2022). The feature-based TL technique demonstrates that it is possible to transfer learning 485 
from one domain to another. 486 
 487 
 488 
 489 
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Table 9. Results for the set of testing using the target domain to Montería and four experiments source 490 
domains. 491 

Experiment A B C 
Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score 

First (SMOTE) 0.9442 0.9442 0.93 0.93 0.9628 0.9628 
Second (Hybrid: Manual + 
SMOTE) 0.9256 0.9256 0.9344 0.9344 0.9584 0.9584 
Third (Pure) FoO  FoO  FoO  FoO  FoO  FoO  
Fourth (Automatic hybrid) 0.887 0.887 0.8928 0.8928 0.8836 0.8836 

Similarity between source and target domains: A: 75%, B: 90%, C: 95%. Abbreviation: FoO = Fail on 492 
oversample. 493 

Parameter-based transfer learning  494 
The purpose of the experiment was to assess whether the best model for one city could result 495 
in better classification results for Cereté. So, the parameters of the model of Lorica were 496 
transferred to the model of Cereté (see Table 10). 497 
 498 

 Table 10. Parameters transferred from the source domain to the target domain. 499 
Parameter Value 

subsample 0.8 
n_estimators  1000 
min_child_weight  1 
max_depth 4 
learning_rate 0.4 

 500 
Table 11 shows the mean and standard deviation of the metrics that evaluate the performance 501 
of the models. Additionally, it shows the results of the statistical test to check if the use of 502 
TL allows the improvement of the performance of the model without TL. Based on the 503 
results, the use of the parameter-based TL approach significantly improves the performance 504 
(accuracy and F1-score) of the model without TL (p-value = < 0.001).  505 
 506 
Table 11. Descriptive statistics and Student's t-test (p-value) results to determine performance improvement 507 

using TL. 508 
Metric �̅�!" 𝜎!" 𝛾#$%!" p-value 
Accuracy 0.792 0.006 0.670 < 0.001 
F1-Score 0.771 0.006 0.710 < 0.001 

 509 
In summary, the results showed an increase in accuracy levels from 67% to 79.2%. In other 510 
words, the parameters that worked best for Lorica (88%) also performed better in Cereté. 511 

6. Comparison with previous works 512 

This study aimed to investigate the use of TL techniques to improve the classification of boll 513 
weevil populations. Three types of TL techniques, instance-based, feature-based, and 514 
parameter-based, were studied to improve the classification performance of the machine 515 
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learning algorithms. We introduce a set of qualitative criteria in this section to compare our 516 
work with other related works. These criteria include: 517 
 518 

Criterion 1 - Integration of three techniques of TL: whether they proposed the use of 519 
instance-based, feature-based, and parameter-base TL to improve the knowledge 520 
models.  521 
Criterion 2 - TL for insect pests: whether they consider knowledge models related to 522 
insect pests such as boll weevil.  523 
Criterion 3 - Climate data: whether they considered the climate data using structured data.  524 
Criterion 4 - TL for prediction model: whether they propose a TL approach for prediction 525 
models.  526 
Criterion 5 - Adaptability: whether the proposal can be applied to other knowledge 527 
models in other fields. 528 
  529 

According to the above criteria, Table 12 shows the comparison with the related works. The 530 
existing works did not meet all the requirements. All the criteria were considered in our work 531 
because they allow improving the accuracy of the predictive models implemented in previous 532 
works.   533 
 534 

Table 12. Comparison with other works. 535 
Criteria [1] [2] [3] [4] Our work 
Integration of three techniques of TL     ✓ 
TL for insect pests     ✓ 
Climate data     ✓ 
Prediction model integration with TL ✓ ✓ ✓ ✓ ✓ 
Adaptability  ✓ ✓ ✓ ✓ ✓ 

Abbreviations: [1] Thenmozhi & Srinivasulu Reddy (2019), [2] Meena et al. (2023), [3] Hadipour-536 
Rokni et al., 2023), [4] Coulibaly et al. (2022).  537 
 538 
Some works have used TL techniques to improve the performance of machine learning 539 
algorithms by transferring knowledge from one domain to another. For example, TL 540 
techniques have been used to improve the classification of insect pests in several crops 541 
(Coulibaly et al., 2022; Hadipour-Rokni et al., 2023; Meena et al., 2023; Thenmozhi & 542 
Srinivasulu Reddy, 2019). These works used a feature-based TL approach to improve the 543 
quality of the models in the target domains. In general, the benefits reflect increased accuracy, 544 
efficiency, and the use of pre-trained models that could be used in similar applications to 545 
save time and computational resources. However, none of these works includes the study of 546 
three TL techniques to improve the machine-learning models. This integration facilitates the 547 
identification of the TL technique that leads to enhanced performance in the target domain. 548 
In addition, our proposal includes climatic data to determine the behavior of the boll weevil, 549 
which is not usually considered. Also, the prediction model was integrated with TL and can 550 
be adapted to other scenarios or application domains. 551 
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7. Conclusions 552 

This study aimed to investigate the use of TL techniques to improve the classification of boll-553 
weevil populations by incorporating climate variables as features. Three types of TL 554 
techniques, instance-based, feature-based, and parameter-based, were employed to improve 555 
the classification performance of the XGBoost algorithm. The study used data from two 556 
domains, one with a limited number of instances and the other with a limited number of 557 
features, to test the proposed approach. 558 
The proposed approach achieved significant improvements in classification accuracy for both 559 
the limited instances domain and limited feature domain. The target domain with few 560 
instances initially, reached an accuracy of 90.79%, while the target domain with few features 561 
reached an accuracy of 96.28%. The highest accuracies were found with the 95% similarity 562 
threshold. In addition, parameter-based TL experiments were performed. The tests showed 563 
that the target domain improved accuracy. The results demonstrate the effectiveness of TL 564 
techniques in improving the classification of boll-weevil populations in cotton crops when 565 
there is a limited amount of data and features. Also, the results showed a high potential of 566 
TL for agriculture. 567 
Our models were tested with metrics such as Accuracy, F1 score, and Student's t-test for the 568 
estimation of the quality of the prediction; however other metrics can be added. In this sense, 569 
in future works, it would be interesting to test with other metrics, in order to test the 570 
sensibility of our approach. Also, we plan to add other cities with more instances, and test 571 
the cases where it failed by oversample. In addition, we plan to merge the work done here 572 
with previous research on autonomous cycles in integrated cotton crop management. Finally, 573 
we would like to use TL techniques to enhance learning in the application of metacognitive 574 
functions in a metacognitive architecture for agriculture. 575 
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