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1. INTRODUCTION

Complex network analysis has become a fundamental tool for understanding social,
biological and technological phenomena. However, in many real-world situations, obtain-
ing complete data on the connections between individuals or entities is not possible. This
may be due to privacy constraints, logistical limitations, or even the lack of mechanisms
to record interactions directly. In response to these difficulties, alternative methods have
emerged that allow the structure of a network to be inferred from aggregate or indirect
data. One of the most promising approaches is the use of Aggregated Relational Data
(ARD), which allows the estimation of network and community properties from partial
and summarised information. This document proposes a two-step methodology: first, the
estimation of graphs from ARD; and second, the detection of hidden communities using
Graph Neural Networks (GNNs), which learn representations of nodes useful for further
structural analysis.

1.1. Motivation

The difficulty of collecting complete social network or contact data has motivated the
development of alternative methods that can infer the underlying structure from indirect
observations. Indirect surveys, where participants are asked how many people they know
who belong to a certain group, allow te-infer properties of the social graph without requir-
ing direct observation, using statistical and probabilistic methods. These techniques are
especially valuable in contexts where privacy, speed or limited resources prevent exhaus-
tive surveys or network censuses from being carried out.

A prominent example of the usefulness of this approach is the CoronaSurveys project,
developed during the COVID-19 pandemic. This system used indirect online surveys
to estimate the number of active cases, new infections and deaths in different countries.
Instead of asking individuals about their own health status, they were asked how many
people in their environment they knew who were affected by the virus. This methodology
allowed for robust and rapid estimates with minimal logistical cost and was particularly
useful in times of scarce official data. The success of CoronaSurveys demonstrates the
power of indirect ARD-based methods to approximate real network phenomena.

This project continues with that philosophy: taking advantage of the potential of ag-
gregated data to reconstruct network structures and analyse emerging phenomena, such
as the existence of hidden communities. Instead-ef-focusing solely-en-countingcases,
here-we study a methodology to estimate the entire network of relationships between in-
dividuals from ARD data and, on that estimated network, apply advanced deep learning
techniques to discover latent structural clusters.
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Mereover, with the increasing availability of machine learning techniques and neural
networks specialised in graphs, such as Graph Neural Networks (GNNs), it is possible
to extract high-level information from complex structures. GNNs allow learning vector
embeddings of nodes that capture local and global relationships, and facilitate tasks such
as link prediction, node classification or, as in this case, community detection.

1.2. Objective

The main objective of this work is to design, implement and evaluate a two-phase pipeline
to detect communities in social networks estimated from ARD data. For this purpose:

1. In a first stage, the Bayesian model proposed by McCormick et al. (2010) is used to
infer the existence of links between nodes from ARD-type responses. This model
generates multiple sample graphs representing the posterior distribution over possi-
ble estimation networks.

2. In a second stage, the estimated graphs and a GNN, particularly the Deep Graph
Infomax (DGI), is applied to obtain embeddings of nodes. From these vectors,
clustering algorithms are applied to identify latent communities.

This pipeline offers a hybrid solution that combines classical statistical models with
modern deep learning techniques, making use of the strength of both approaches.

Complementarily, quality metrics and visual techniques are also explore assess

both the accuracy of the estimated graphs compared to the tru ork and the consis-
tency of the detected communities, also comparin communities to real communi-

ties identified in data. In additi is document analyses the robustness of the proposed

Specifically, This approach integrates knowledge from Bayesian statistics, data simulation, graph

theory and deep learning, and aims to demonstrate that, even with limited or indirect data,
it is possible to reconstruct and analyse complex social structures.

1.3. Overview of the Project

This document is structured in four main chapters, in addition to this introduction.

e In Chapter 2, the theoretical and methodological framework of network estima-
tion from ARD is presented. It discusses the assumptions behind the McCormick
et al. model, details the synthetic data simulation process and analyses the perfor-
mance of the model under different parameters. Node and network level metrics are
included, as well as visualisations.
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e In Chapter 3 Graph Neural Networks are introduced, their fundamentals, applica-
tions and, in particular, the Deep Graph Infomax (DGI) approach used for obtaining
node embeddings. It explains how GNNss are trained on each estimated graph, how
embeddings are obtained, and what evaluation strategies are used.

¢ In Chapter 4, the entire pipeline is applied to a specific case study. Since real ARD
data are scarce, a real network with metadata is used from which ARD responses are
simulated. This allows comparing the estimated network with the original network
and validating the quality of the detected communities. Quantitative and visual
analyses are included.

e Finally, the limitations of the approach, possible improvements and future lines of
research are discussed, both from a methodological and applied point of view.

Through this research, we seek to contribute to the study of networks in contexts
where direct data collection is not possible, proposing a solid analytical tool that could be
extended to different disciplines,such as sociology, epidemiology or political science.
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2. GRAPH ESTIMATION FROM ARD

2.1. ARD and Graphs

In many disciplines the understanding of the structure of relationships between individuals
is essential. A network or graph is a mathematical representation of these relationships,
in which elements (vertices or nodes) are connected by links (edges) [1]. These structures
allow the modeling of social interactions, information flows, disease transmission, and
many other complex dynamics. Formally, a graph G = (V, E) consists of a set of nodes V
and a set of edges E C V x V. If the links have a direction, for example in communication
or financial transaction networks, the graph is said to be directed; otherwise, it is said to
be undirected. Threughout-this paper.we will focus exclusively on undirected graphs. A
common way to represent a graph is by its adjacency matrix A, where each element A;;
indicates the presence (A;; = 1) or absence (A;; = 0) of a connection between nodes i and
J-

In practice, collecting complete data about real social networks is usually hard, costly
or invasive. Faced-with this limitation, an alternative is the use of Aggregated Relational
Data(ARD) [2]. This type of data is based on indirect surveys where participants are
asked how many people or entities they know that belong to a specific group (for exam-
ple, "how many female doctors do you know?"), without asking them to identify each
person. These subgroups are normally defined by observable characteristics like profes-
sion, gender, religion, location,-etc. Survey answers can be cross-referenced with official
data about the size of these subgroups (census or national surveys) to infer connexion
patterns and underlying networks.

Data in ARD form has shown to be useful in many social and health contexts. For in-
stance, it has been used to estimate the size of hidden communities in the HIV context in
countries like Singapore and Rwuanda [3], where the number of people belonging to risk
groups was estimated (drug users, sex workers, etc.), and also social isolation was studied,
finding that individuals with HIV had smaller networks than average [2]. In development
economics [4], it was studied to what extent ARD answers could replace the costly collec-
tion of complete networks. They used as a case study, the well-known work of Banerjee
et al. (2016) [5], which collects detailed social network information from nearly 16,500
households in 75 rural villages in Karnataka, India. Authors showed that, even collecting
ARD only from a 30% sample of households, it was possible to estimate with remarkable
precision key network characteristics. Furthermore, highlighting that the ARD approach
could-have reduced collecting costs up to a 70-80%, without losing relevant information
for the analysis. More recently, during the COVID-19 pandemic, the project CoronaSur-
veys used ARD indirect surveys to estimate the number of infections in several countries
[6], demonstrating that this methodology could provide reliable estimations even in the
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absence of mass diagnostic tests or robust surveillance systems.

From a technical point of view, ARD answers can be modeled as-funetions from a
graph represented by its adjacency matrix A. Let each node i, out of N nodes, define a
set of its neighbors where each neighbor belongs to a subgroup k € {1, ..., K}. Then, for
each node i, the counting vector y; = (y;, ..., Yik) can be built, where y;. represents the
number of neighbors of i that belong to group k. The set of vectors {y;}Y , constitutes the
set of ARD observations. Mathematically, these ARD answers can be interpreted as the
aggregation of the adjacency matrix weighted with information about nodes:

Aij- T{w; =k}, 2.1)

N
Yik =

j=1
where w| is the group of node j, N the number of nodes and 1 is the indicator function.
The goal is to reverse the process, given the ARD matrix with rows {y;}"  and some in-

formation about the size of groups, estimate the complete network given by the adjacency
matrix A.

As an illustrative example, let’s consider a small graph defined by five nodes where
each node belongs to a subgroup represented by a color. We can build the adjacency
matrix A where A;; indicates whether there is a conexion or not between nodes i and ;.
Then, we can build the ARD matrix ¥ where each row represents a node and each column
represents a subgroup, and Y represents the number of neighbors of node i that belong to
subgroup k. In Figure 2.1 the visualization of this example of a five-node graph is shown.
To the left, the graph where colors represent the different subgroups; in the center, the
adjacency matrix A; and to the right, the ARD matrix.

Graph Adjacency Matrix ARD Matrix

Group 1 Group2 | Group3 Group 4
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Fig. 2.1. Example of five-node graph, adjacency matrix and ARD matrix.
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2.2. Network Estimation Model

This section describes the latent surface model proposed by McCormick and Zheng (2015)
[2], which allows estimating social networks from aggregated relational-data (ARD). This
approach is particularly useful in contexts where complete observations on the connec-
tions between individuals are not available, but indirect information is available on how
many people each individual knows within different population subgroups. From these
summary observations, the model allows inferences to be made about both individual
characteristics and the overall structure of the underlying network.

The central idea is to represent the latent network as a model of network formation
where the nodes are positioned in a latent social geometry, particularly on the surface
of a hypersphere of dimension p. In this space, the probability of a connection between
two nodes depends on their individual connection propensity and their positions in the la-
tent social space; the probability of connection is inversely proportional to their geodesic
distance: the smaller the distance, the greater the probability of a link [4]. This geomet-
ric structure allows us-to-capture patterns of homophily (similar nodes tend to link) and
transitivity (tendency of nodes to cluster) typical of real networks, while being a compu-
tationally efficient method. Starting from this latent space representation, we then define
a generative model of network formation and explicitly link it to the ARD responses, al-
lowing us-te-estimate the model parameters directly from ARD. Once these parameters
are inferred, it is possible to sample entire networks that reproduce structural properties
consistent with the original (but unobserved) network from which the ARD was derived.

One of the main advantages of this approach is that inference does not require ob-
serving any edge of the network directly. Instead, it starts from a random sample of
nodes for which ARD responses are collected,-respondents count of how many people
they know who belong to different subgroups. These observations, combined with a para-
metric model of link formation (known as the latent surface model) allow us-te-derive a
likelihood function based solely on the ARD responses. From this likelihood, the latent
parameters of the model can be estimated: individual gregariousness effects and loca-
tions in the latent space. These parameters, together with the estimated degrees per node
and an estimation for the intensity of the latent component, allow us-to-compute pairwise
connection probabilities.

The Bayesian framework facilitates this inference, as it allows full posterior distribu-
tions to be obtained on the model parameters. Simulations conducted by the-authers [4]
show that the choice of priors has limited impact on the quality of the estimates, provided
that reasonable structures are used. In addition, this approach offers the possibility of in-
corporating auxiliary information (like demographic covariates) to extend the estimation
to nodes for which no ARD information is available.

Although the model is designed to work in scenarios where only a sample of nodes
with ARD data is available, in this document, we focus on the case where ARD data is
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available for the entire population. This allows us to evaluate the performance of the
model under controlled conditions and to maximize the information available in the net-
work inference. However, in more realistic scenarios with partial ARD survey samples, it
is possible to extend the estimates to the rest of the population using observable covariate
information (as long as this information covers the whole population) and machine learn-
ing methods. In particular,{[4] proposes the use of k-nearest neighbors (k-NN) algorithms
to impute both individual effects and latent locations of nodes without ARD, based on
their similarity to observed nodes in the covariate space. This step allows reconstructing
the entire network even when survey information is limited to a sample of the individuals.

Overall, this latent surface model represents a solution to the problem of inferring
networks from aggregated data. By explicitly modeling the structure of homophily and
individual variability in the propensity to form links, and by integrating available socio-
demographic information, it allows te-generate not only a single network, but a posterior
distribution over possible networks compatible with the observed data. This property
is particularly valuable for assessing uncertainty and for further analysis, such as link
prediction or community detection.

From now on, we describe the proposed model in more detail, including the main
assumptions, the mathematical formulation and the estimation algorithm following the
approach developed in [4].

General Setup and Assumptions

Consider an undirected, unweighted graph G = (V, E), where V is the set of nodes, with
V] = n,and E C V X V the set of edges. The associated adjacency matrix is A = (a;;),
where a;; = 1 if there is an edge between nodes i and j, and a;; = 0 otherwise. We also
denote g;; = 1 for every (i, j) € E to express the existence of a link.

Unlike traditional approaches, in this model we do not directly observe a;; connec-
tions, but only aggregaterelational-data (ARD) for all nodes in the network. That is, for
each node i € V, a vector of counts y; = (y;1, ..., Yik) is observed, where each component
vir represents the number of people known to i who belong to a subgroup G, € V. Each
group Gy is defined as the set of nodes that share a common observable characteristic.

Formally, each ARD response can be expressed as:

Yik = Z 8ij (22)

Je€Gk

which is equivalent to counting the number of neighbors of node i belonging to group
Gy. Notice that the specific nodes connected to i are not observed, only the total number
of connections to that group.

Moreover, it is assumed that for each node i € V a vector of F observable characteris-
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tics X; € RY is available, with information about age, gender, or other sociodemographic
covariates. These covariates can be used as auxiliary predictors in the case where ARD
data is not available for the entire population, although in this document they are not re-
quired because ARD data is available for the entire population, so X will not be used until
the next chapter: community detection.

Latent Surface Model

The central idea of the model is to assume that each node i € V occupies a latent position,
z; € SP, on the surface of a hypersphere S? ¢ R”*!, These positions encode latent social
relationships: nodes closer to each other in this space are more likely to be connected,
which captures structural homophily in social networks.

The probability of the existence of an edge between nodes i and j is given by a log-
linear exponential model of the form:

P(gij = 11viv;loznz)) cexp(vi+v; + {5 2;). (2.3)

where:

e v; € R is a random individual efect that represents gregariouness or tendency of
node i to form links,

e [ > 0is a global parameter that measures the intensity of the spatial latent compo-
nent (the importance given to the latent positions),

e z'z; corresponds to the cosine of the angle between the latent positions i and j,
acting as a similarity measure.

This model belongs to the family of latent geometry models and, by employing a
metric based on the angular distance on the sphere, it respects the triangular inequality,
allowing to represent transitivity phenomena: if i is close to j and j to k, then i and k will
also tend to be close. This property adequately reflects typical structures of real social
networks, such as the formation of communities.

A Bayesian framework is adopted where prior distributions are assigned to the differ-
ent parameters and components of the model. Starting with the latent space, the latent
positions z; € S” are modeled on the surface of the hypersphere using a von Mises—Fisher
(vMF) distribution. This distribution is analogous to a Gaussian multivariate but defined
in spherical spaces [7], it has two main parameters: mean direction-u € S”; which defines
the center of concentration on the sphere; and a concentration parameter-;7 > 0y which
controls how grouped together the samples are around the mean direction. When n = 0,
the distribution is uniformly random on the surface of the sphere, and as the concentra-
tion 77 increases, the distribution becomes more condensed around p. In the model, it is
assumed that:
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g~ M(/JZ’ O)

2.4)
ZjeGk ~ M(/lka T]k)’

meaning that individual latent positions z; are randomly distributed on the sphere,
which is consistent with the assumption that sampled ARD individuals are randomly
drawn from the population. On the other hand, nodes belonging to a specific group Gy
defined as zje,4are modeled with more structured vMF distribution, where y represents
the latent center of the group k and 7, is the concentration around which members of k
group around .

Theses parameters are estimated through ARD observations, allowing for inference
on the latent structure among groups. The ARD responses allow us to infer the relative
positions of the subgroups in the latent space, determining implicit distances between
them. This structure reflects that some groups are socially closer to each other, while
others appear more dispersed. These distances directly influence the probability of con-
nection between individuals from different groups. Figure 2.2 graphically illustrates how
three different vMF distributions distinguished by color concentrate the probability mass
around a mean direction y; on the sphere (represented as larger points). It shows how
the density varies for different values of 7, through random samples drawn, the lower the
parameter 1, the more disperse distribution. This is how the model assumes that the K
groups of features or characteristics are distributed on the sphere.

vMF Distributions: Sampled Paints & Centers

Fig. 2.2. Example of three vMF distributions.

Following the model, the expected ARD response by individual i for group k is ex-
pressed as:

Cp+1 ({)Cp+l(nk)
Cp+1(0)cp+l (\/{2 + 7]]% + 2{7]]( COS(Qik))

Aix = Elyal = d; - by - , (2.5)
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where:

d; is the expected degree of node i,

by, is the share of links made with group k,

;. 1s the angle between z; and the latent center y; of group k,

C,(+) is a normalization constant of the vMF distribution in dimension p + 1 [8].

The individual gregariousness parameter v; can be estimated from the expected de-
grees d;. Following [?], the expected degree of a node i as a function of v; and the rest of
the parameters can be expressed as:

Cpn1(0)
Cpri(O)

di = n-exp(v;) - E[exp(v;)] - (2.6)

This expression allows us to clear v;, thus being able to estimate the latent gregarious-
ness of each individual without directly observing its number of connections-and, taking
advantage of the structure of the Bayesian model.

The rest of components of the model are completed specifying a priori distributions
for the remaining parameters, including:

e Log-Normal priors for degrees d;, shares b, y. concentrations 7

logd; ~ N(ua,07), loghi ~ N(uy,03),  logm ~ Ny, 00)  (27)

e Gamma prior for the global parameter :

¢ ~ Gamma(y,, ¥;) (2.8)

To develop the likelihood function of the model conditional to the latent variables, it
is crucial to take into account the assumption that probabilities of creating links between
pairs of nodes are conditionally independent given the latent variables. Under this, each
ARD response component y; is modeled as the sum of independent Bernoulli trials, one
for each node j € G;. To make the model computationally tractable, this Bernoullis sum
is approximated by a Poisson distribution:

Vi | dis b, &, mi, O ~ Poisson(A), (2.9)

where A; (2.5) is the expected number of ties of i to group k.

Now, the complete posterior distribution of the model is proportional to the product
between the likelihood function and the priors, let @ denote the set of latent parameters:
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0y o« ﬂ Hexp( IV H -Normal(log(d;) | tta, )

i=1 k=1

K (2.10)
x | | Normal(log(by) | . o) ]_[ Normal(log(ze) | fty, o2) - Gamma(Z | y. ).
k=1 k=1

This pesterior allows us to infer the expected degrees of each node, the proportion of
connections to each category, the intensity of the latent component, the relative positions
of the groups in the sphere and their degree of concentration.

Algorithm

To estimate the latent parameters of the model, a Bayesian inference approach using
Markov Chain Monte Carlo (MCMC) methods is used, the detailed algorithm can be
found in [4]. Since the posterior distribution is complex and cannot be obtained analyti-
cally, an iterative scheme is used where, in each iteration, the different latent parameters
(and hyperparameters) are updated: the latent positions z;, the centers y; and concentra-
tions 7, of the groups, the expected degrees d;, the proportion of links to each group by,
and the global parameter £. Some of these updates are performed by Metropolis-Hastings-
type steps (e.g., zi, d;, nx), while others, when possible, are updated with Gibbs steps by
having conjugate conditional distributions (e.g., ux). The Metropolis-Hastings (MH) step
is a common MCMC method that consists of proposing a new value and accepting it with
a certain probability that depends on the improvement in the likelihood, while the Gibbs
step is a special case of MH that samples directly (the acceptance probability is always 1)
from the full conditional distribution of a parameter given the remaining parameters [Y].

Each new value proposal is evaluated based on its impact on the likelihood, which
is calculated from the Poisson distribution of ARD responses conditional on the current
parameters. If the new value improves (or sufficiently maintains) the likelihood, it is
accepted; otherwise, it may be rejected according to the acceptance rule of the MH algo-
rithm. This process is repeated for a high number of iterations 7', for example, 10,000
iterations, with an initial “burn-in” phase (the first 7'/2 iterations), which is discarded to
ensure that the chain has converged to the stationary distribution. Furthermore, to re-
duce the effect of autocorrelation between samples, several independent MCMC chains
are usually run and spaced samples are taken from the second half. These samples from
the posterior distribution are used to estimate the gregariousness parameters v; and later
generate simulated networks {G}5
MCMC chain.

°_;» Where s € {T/2 + 1, ..., T}, for each independent
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Graph Estimation

As seen above, starting from the observed values y;; and using Bayesian inference with

MCMC-type sampling steps on the latent variables and hyperparameters, this model al-
the C g . >

lows inference fer the individual-effects parameters v; and the latent positions z; of nodes.

Once estimated, a sample of graphs {G'¥} can be built where the probability of connection

between each pair of nodes i and j is estimated as:

(2.11)

exp(vi +v;+{ -2/ 2))
IP(gl/ = 1 | Vi, Vja é/a Zis Zj) = p ! { ! . Zdi,

2 exp(vi+tv;+{- Zl'TZj)

which is derived from the link formation model-2-3. In order to obtain valid prob-
abilities between 0 and 1, the expression (2.3) was normalized across all possible node
pairs. With this normalization-it is also ensured that the expected total number of links
matches the sum of the estimated degrees }; d;, which maintains consistency between the
probabilistic model and the structural constraints of the graph. Specifically, we have:

D Pgij=1)~di, Vi (2.12)
J

Since the formation model assumes conditional independence of link formation given
the latent variables, we can then generate full graphs by drawing independent Bernoulli
trials for each node pair (i, j) using the probabilities defined in expression (2.11).

Each considered iteration of the algorithm (the second half of the iterations of each
chain) generates a synthetic graph with latent properties compatible with the observed
ARD. This allows us to obtain not only a single network but also a complete distribution
of networks, from which metrics with credibility intervals can be computed.

Advantages and Limitations
The latent surface model has several advantages:
e The estimation problem is reduced to a moderate dimension space.

e It captures local structures such as homophily and transitivity.

o [t allows imputing unobserved relationships in a way that is consistent with ARD.
However, it might also have some limitations:

e Precision depends on the number and quality of ARD subgroups used.

e It assumes conditional independence in link formation given the latent variables,
which could be restrictive.
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2.3. Simulation Framework

2.3.1. Synthetic Network Generation

In order to study the performance of the proposed model, in this section we implement a
simulation model similar to the one developed in [4]. There are two purposes: verifying
the performance of the model in a controlled environment without specification errors,
and analyzing the influence of certain key parameters, specifically the concentration of
latent groups, on the structure of the ARD data and the posterior inference.

For that matter, a synthetic network is generated from the network formation model
described earlier. This model is based on a latent representation of the nodes on the
surface of a hypersphere of dimension p + 1, usually with p = 2. The simulation process
follows the next steps:

1. First, n latent positions {z;}?_, are generated, uniformly distributed over the sphere

spL
2. Each node is assigned a gregarious parameter v; ~ N (u, o).

3. Together with these latent variables and the global parameter ¢, the graph G = (V, E)
is generated using the link probability defined in (2.3).

4. Once the structure of the network is defined, the next step is to define K binary
characteristics (latent groups), each one associated to a center y; also uniformly
distributed over the sphere.

5. For each group, the concentration parameter 7, is fixed, determining how disperse
or gathered are its members around the center ;. Each node i belongs to group
k with a probability proportional to the density of the vMF distribution M(uy, 1)
evaluated in its latent position z;.

6. Finally, the ARD matrix Y = (yy) is constructed, where each entry y; represents
the number of neighbors the node i has that belong to group k, obtained through the
connections in the generated graph and the group assignations.

In this simulation, the fixed parameters employed are the same as in [4]: n = 250,
(=03, u=-127,0=0.5,y K =12.

It is important to emphasize that, in this simulation model, the network structure is
generated independently of the characteristics or groups to which the nodes belong. First,
the network topology is defined solely based on the latent positions (z;) and link param-
eters (v;), and only afterwards are the K characteristics assigned to the nodes based on
their proximity to the y centers. This implies that if the parameters and the random seed
are kept fixed during the simulation model, the graph structure remains constant despite
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changes in the concentration parameters 7;. The changes affect only the group assign-
ments and, therefore, the resulting ARD matrix, not on the graph structure or adjacency
matrix.

We now analyze the results obtained from the simulation model, focusing on how
these outcomes vary when only the concentration parameters 7, are modified. In this
setting, all other parameters are held constant. The values of 7, are drawn from a uniform
distribution U(a, b), and we vary the range by adjusting the minimum and maximum
values. Specifically, we consider four different configurations for the distribution of 7;:
one with values uniformly distributed between 0.5 and 1, another between 1 and 2, a
third one between 5 and 10, and finally, a case with values between 30 and 50. As a
result, the same network structure is obtained in all scenarios, but the node features and,
consequently, the ARD matrices, differ based on the sampled 7, values.

In Figure 2.3, we show the graphical representation of the network along with the
adjacency matrix corresponding to the first 10 nodes and a histogram to see the node
degree distribution. This visualization remains identical across the different settings of
Mk, as the network structure itself does not change. Additionally, we present a summary
table (Table 2.1) that reports key global metrics of the network.

Graph from Latent Surface Model Adjacency Matrix (10x10) Degree Distribution
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Fig. 2.3. Simulated graph obtained according to formation model.

Metric Value
Number of Nodes 250
Number of Edges 2104
Average Degree 16.83

Global Clustering Coefficient 0.11
Average Shortest Path Length  2.251
Max Eigenvalue 22.79

Table 2.1. Summary of simulated graph metrics.

The degree histogram shows a unimodal and asymmetric distribution resembling a
Poisson, indicating some homogeneity in node connectivity. The graph metrics reflect a
moderately dense network with low local clustering and short paths between nodes, typ-
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ical of "small-world" networks generated under random models. Additionally, the pres-
ence of high eigenvalues suggests some concentration of connectivity in central nodes.

To illustrate the impact of varying concentration, we compare the ARD matrices ob-
tained under the different concentration levels by displaying the first ten rows (i.e., the
ARD information about the first ten nodes), along with their corresponding node degrees
in the last column. These matrices are shown in Table 2.2, arranged in a 2x2 grid and
ordered from left to right, top to bottom corresponding respectively to the four config-
urations of 7, drawn from U(0.5,1), U(1,2), U(5,10), and U(30,50). Each matrix
represents the ARD collected from the simulated network: each row corresponds to a
node and each column represents a group or characteristic. Thus, the ARD matrix has
dimensions n X K, where n is the number of nodes and K the number of groups. The
entry (i, k) indicates the number of people known by individual i who belong to group k.
An additional column is included to show the degree of each node (i.e., the total number
of ties), providing insight into the overall connectivity of each individual in the network
compared to the number of connections detected by ARD.

While the node degrees remain unchanged (constant resulting graph topology)-we
observe that higher group concentration (larger values of 7;) leads to significantly lower
ARD counts. This occurs because when groups are highly concentrated, many nodes fall
outside all defined groups, resulting in zero neighbors in the observed subgroups. As a
consequence, the row sums of the ARD matrix no longer match the true degrees of the

nodes.
V1| V2| V3|V4|V5|V6|VT7|V8|V9|VIO|VIl|VI2| Degree V1| V2| V3|V4|V5|V6|V7|V8|V9|VIO| VIl | VI2| Degree
24 126 | 32 (27 |24 |29 |24 |28 |30 22 23 25 33 19 | 21|31 20|14 |22 |18 25|23 19 17 21 33
13 8 13 | 12 8 10| 10 | 10 | 12 13 11 14 14 9 8 12 | 11 8 8 8 10 | 11 8 9 10 14
12 | 11 12 7 10 8 11 9 10 9 11 12 12 9 10 | 11 5 10 7 8 5 10 11 12
14 (12 |13 |12 | 11 |12 |12 | 12 | 14 11 14 11 14 12 (11 | 11 | 10 | 11 9 9 11 | 11 7 12 9 14
8 8 10 | 8 9 10|10 [ 12 | 12 10 9 10 12 4 5 10| 7 8 9 7 10 | 10 7 9 6 12
12 10| 11 | 10 6 12 9 11 | 11 8 9 11 12 6 9 10 7 6 9 7 10 8 5 7 10 12
21 |21 |24 |23 |18 | 22|20 |23 |21 21 17 20 25 16 | 14 | 22|20 | 18 | 19 | 13| 21 18 15 17 15 25
12 |12 | 14 | 11 10 15| 14 | 12 | 11 7 12 12 15 10 | 12 | 12 6 9 9 13 | 11 10 6 11 12 15
4 4 4 4 5 3 5 5 5 4 4 5 3 3 4 5 3 4 2 5 5 3 4 3 5
13 (15121511 |16 |13 |15 | 16 13 13 9 16 10 12| 11 |12 | 8 10 | 10 | 14 | 13 10 11 8 16
V1| V2| V3|V4|V5|V6|VT7|V8|V9|VIO|VIl|VI2| Degree V1| V2| V3|V4|V5|V6|V7|V8|V9|VIO| VIl | VI2| Degree
2 7 120 8 9 14| 9 13 7 6 6 5 33 1 2 4 5 0 4 5 4 3 1 1 1 33
1 3 6 2 4 7 3 6 3 1 1 2 14 0 0 1 2 0 2 2 2 1 0 0 0 14
4 3 3 1 5 2 6 1 1 0 4 1 12 3 0 2 0 1 0 3 0 0 0 1 0 12
8 6 4 4 3 4 2 5 4 2 5 3 14 3 1 1 0 0 1 0 1 1 2 1 1 14
1 2 6 2 4 3 3 3 2 2 3 3 12 1 2 1 0 1 2 0 1 0 1 0 1 12
2 4 6 3 5 6 4 5 3 1 3 3 12 1 0 2 0 1 2 1 2 0 1 0 0 12
8 7 6 8 4 6 3 7 9 7 6 4 25 2 3 2 2 1 4 1 4 0 1 0 3 25
3 6 7 4 3 2 5 2 4 3 3 2 15 2 1 2 1 0 0 2 0 1 2 1 1 15
2 0 0 2 0 2 0 2 2 1 1 0 5 1 0 0 1 0 1 0 1 0 0 0 0 5
4 4 5 3 4 3 1 3 3 3 4 3 16 2 1 2 2 2 0 0 1 3 2 1 1 16

Table 2.2. ARD Matrices across different parameters (first 10 nodes with
degree)

This phenomenon implies a loss of information about the underlying network in the
ARD data: the more concentrated the groups are, the fewer nodes contribute to the ag-
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gregated counts. Since the ARD matrix is the core input to the latent surface estimation
model, this reduction in informative content translates, as we will show in the following
section, into a decline in the model’s performance in both network reconstruction.

2.3.2. Graph Estimation under Different Parameters and Evaluation

In summary, so far we have followed the formation model proposed for the simulation,
which has granted us a way to generate an underlying network or graph that represents
the connections between nodes, as well as a way to assign individual characteristics or
group membership to each node. From this complete configuration, we construct the
ARD matrices, which collect the information necessary to indirectly estimate networks.
With these ARD matrices in hand, we can finally apply and evaluate the model proposed
by McCormick et al. [2?] and described in the previous section for network estimation,
given that their algorithm needs this type of data as input.

The first step will be to compare the results obtained from each of the four ARD
matrices presented in Table 2.2. Specifically, we analyze the estimated graphs in each
case and compare them with the original underlying graph that gave rise to the respective
ARD matrices, generated previously and shown in Figure 2.3.

From each ARD matrix, we run network estimation model using MCMC with the
same parameters we will use throughout the remainder of the document. The parameters
are: running 3 independent MCMC chains, each with 3000 iterations, and we keep one
sample every 10 iterations (as specified by the thinning parameter). From each chain, we
discard the first half as burn-in, keeping the second 150 samples. This results in a total of
450 posterior draws for each ARD matrix. Each posterior draw corresponds to one full
set of estimated parameters, including an estimated network. Therefore, we obtain 450
estimated graphs for each ARD matrix, which we will use in the following analysis.

Figure 2.4 shows boxplots for four global graph summary metrics: average degree,
clustering coefficient, mean shortest path length, and the maximum eigenvalue of the
adjacency matrix. In each figure, the results obtained from the graph estimations built
with each of the four simulated ARD matrices (resl, res2, res3, and res4) are plotted,
corresponding respectively to concentration parameters 7, drawn from the distributions
UQO.5,1), U(,2), U5, 10), and U30,50). The dashed red line represents the value of
the corresponding metric on the original graph (i.e., the simulated synthetic graph from
which ARD was generated).

A clear trend is observed: as the groups become more concentrated (77; increases),
the estimated graph metrics progressively move away from the metrics from the original
graph. This result highlights an important limitation of the network formation model used:
although not usually pointed out in the literature, the model’s performance improves when
the groups are more dispersed; in fact, it directly depends on this assumption, since the
ARD matrix then contains more relevant information about the underlying structure of
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the network.
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Fig. 2.4. Comparison of global metrics of estimated graphs across different group concentration
configurations with the original graph.

To evaluate the performance of the network estimation algorithm, we selected two
contrasting parameter settings: the best-performing case from the previous analysis, with
group concentration parameters drawn from the 2/(0.5, 1) distribution, and the worst-
performing case, using parameters from the U/(30, 50) distribution. For each setting, we
generated 10 distinct graphs, keeping all parameters constant but varying the simulation
seed, which guarantees distinct network structures (with the same number of nodes) and
ARD matrices in each case. We applied the estimation algorithm to each of these 10 ARD
matrices. Unlike the initial estimation, where 450 graphs per ARD matrix were generated
from multiple MCMC samples, in this case we chose to simplify the comparison: taking
the average of the 450 estimated parameter sets, we generated a single estimated graph
for each of the 10 ARD matrices. The result is 10 estimated graphs, each corresponding
to an original simulated network. With these pairs of graphs (original and estimated)
we perform comparative analyses both node-level and graph-level using scatter plots,
including a dashed red line representing the ideal diagonal y = x, which allow us to
observe the fitness of the model and how close the estimates are to the original value.
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Fig. 2.5. Graph-level metrics comparing the ten estimated graphs sampling 7z from €4(0.5, 1)
with the synthetic generated original graphs.

In Figure 2.5 we see the comparisons of various graph-level structural metrics be-
tween the original and estimated values. Overall, all metrics exhibit a clear linear trend,
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Fig. 2.6. Node-level metrics comparing the ten estimated graphs sampling 7z from 74(0.5, 1) with
the synthetic generated original graphs.

indicating that the model is capable of preserving proportionality between the original
and estimated graphs. However, in some metrics, the estimated values systematically fall
above or below the reference line (dashed red line), suggesting certain biases. For in-
stance, the estimated graphs generally have a lower number of edges (num_edges), lower
average degree (avg_degree), and higher average path length (avg_path_length), which
indicates that the generated structures tend to be somewhat less connected than the orig-
inal ones. Regarding the size of the largest component (largest_component), although it
may appear poorly estimated visually, the estimation is actually quite accurate: the orig-
inal graph values range between 249 and 250, and the estimated ones stay within 248,
249;-er 250, suggesting that the main connectivity is largely preserved. The metric that
deviates the most from a linear trend is assortativity, which shows high variability in the
original graphs, while the estimated values are more tightly clustered around zero. This
may indicate that the model produces graphs with less variation in the connection patterns
between similar nodes—that is, with a more neutral or randomized structure regarding de-

gree assortativity.

Figure 2.6 presents the comparisons for various node-level metrics. There is a strong
agreement between the estimated and original values for most measures, particularly
for degree, pagerank, closeness centrality, and eigenvector centrality, indicating that the
model effectively preserves the nodal distributions. In the case of betweenness central-
ity, although a clear linear trend is still observable, the points are more widely dispersed
around the reference line, suggesting greater variability in the estimation. Clustering
coeflicient, on the other hand, shows no apparent linear relationship; the points form a
scattered cloud, indicating that the model struggles to accurately reproduce local clus-
tering structures. This discrepancy may stem from the fact that these metrics, especially
clustering, are highly sensitive to local network topology. As observed at the graph level,
the estimated graphs tend to be less connected overall, which can lead to fewer alternative
paths and lower local cohesion, directly affecting these measures. Nevertheless, the gen-
eral trend remains consistent, and the model demonstrates a good capacity to approximate
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the original structure.

We now repeat the analysis for the previous worst-case scenario, using group concen-
tration parameters sampled from the 2/(30, 50) distribution. The corresponding results
are shown in Figures 2.7 and 2.8. In general, performance is clearly worse compared to
the U(0.5, 1) case. At the graph level, although a linear relationship can still be visible,
the estimated values deviate substantially more from the ideal reference line, indicating
that while some proportionality is preserved, the estimates are much farther from the true
values. A similar pattern is observed in the node-level comparisons: the alignment re-
mains approximately linear, but with greater dispersion and consistently larger deviations
from the diagonal. These visual patterns suggest that estimation quality deteriorates as

the concentration parameter increases.
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Fig. 2.7. Graph-level metrics comparing the ten estimated graphs sampling 7; from U/(30, 50)
with the synthetic generated original graphs.
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Fig. 2.8. Node-level metrics comparing the ten estimated graphs sampling 17z from 2/(30, 50)
with the synthetic generated original graphs.

To quantify these differences, we now compute evaluation metrics, including the coef-
ficient of determination (R*), mean squared error (MSE), and mean absolute error (MAE),
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which provide a numerical assessment of the similarity between the original and estimated
values. As shown in Table 2.3, estimation performance degrades substantially under the
higher concentration setting. Both graph-level and node-level metrics exhibit a dramatic
drop in R?, along with significant increases in MSE and MAE, reinforcing the conclusion
that higher concentration parameters lead to poorer graph estimation.

Graph-Level Node-Level
Distribution ~ R2 MSE MAE Distribution ~ R? MSE  MAE
U0.5,1) 0.326  12,476.35 3822 U©O.5,1) 0.381 2,306.32 12.80
U(30,50)  =20.275 130,574.24 125.19 U@30,50)  -0.705 7,251.73 23.14

Table 2.3. Evaluation metrics comparing concentration parameter
sampling 7, from U(0.5, 1) or U(30, 50).
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3. COMMUNITY DETECTION WITH GNNS

3.1. Introduction to Graph Neural Networks

Graph Neural Networks (GNNs) are an extension of deep learning to the analysis of struc-
tured data such as graphs, a form of non-Euclidean representation where data does not
reside on a regular grid, but rather in nodes interconnected by edges. Unlike tabular or se-
quential data, graphs model complex relationships between entities, such as friendships in
social networks, molecular interactions, or links between documents, through nodes and
edges. This makes many real-world applications, from social networks to bioinformatics,
require models capable of reasoning over such complex structures. GNNs thus emerge as
models whose most natural and powerful application lies in network-structured scenarios

[10L, [11].

In traditional machine learning, working with graph-structured data typically involved
a preprocessing step that transformed the graph into fixed-size feature vectors, often sac-
rificing essential topological information such as local or global connectivity [12]. Sta-
tistical models such as random walks, Markov chains, Support Vector Machines with
graph-based kernels, or recursive neural networks attempted to preserve this structure
during processing. Recursive neural networks, for instance, performed well on trees or
directed acyclic graphs, but required complex preprocessing in the case of general graphs,
and did not always guarantee convergence to a stable solution. These approaches proved
inefficient or inadequate for large, cyclic, or dynamically evolving graphs.

On the other hand, the rise of Convolutional Neural Networks (CNNs) revolutionized
image analysis by exploiting the spatial regularity of data (a grid of pixels). However,
when CNNs were directly applied to graphs, their limitations quickly became apparent:
graphs lack a regular structure, the number of neighbors per node varies, there is no fixed
notion of locality as in images, and nodes are not canonically ordered. These differences
prevented CNNs from achieving strong performance on structured data such as social
networks, molecules, or knowledge graphs.

It was precisely the inability of traditional models (both statistical and neural) to han-
dle the arbitrary, dynamic, and non-Euclidean structure of graphs that motivated the de-
velopment of GNNs. These networks explicitly incorporate the graph topology into the
learning process, allowing each node (as a unit of the network) to update its internal rep-
resentation using not only its own features, but also those of its neighbors, thus preserving
the structure of the graph throughout training.

Historically, the first ideas for neural networks on graphs emerged in the early 2000s
with models such as the original Graph-Neural Netwerks [12]. However, it was from 2016
onward, with the rise of deep learning and works such as Graph Convolutional Networks
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(GCN) [13], that GNNs gained popularity and became essential tools for representation
learning on graphs.

GNNs represent a unified framework that generalizes and extends both recursive neu-
ral network models and diffusion-based approaches, allowing them to work directly with
directed, undirected, cyclic, or acyclic graphs. The fundamental principle behind GNNss is
the message passing or information diffusion mechanism: each graph node is represented
by a unit whose vector representation is iteratively updated by combining its current state
with information from its neighbors, its attributes, and the local structure of the graph.
This process, repeated layer by layer, enables each node to incorporate both local and
global knowledge, capturing complex patterns of connectivity. In practice, most GNNs
aim to learn a vector embedding per node that encodes both features and structure [14].

A GNN is composed of layers that perform aggregation and update operations. For-
mally, at each layer [ of a GNN, the representation of node i is updated as:

1 = UPDATE® (h{"", AGGREGATE® (h™" : j € N(1))) 3.1)

where N(i) represents the set of neighbors of node iz The vector hfl) contains an
embedded representation of node i in the layer /, which combines both its own information
as well as the information from its surroundings or neighborhood. After several layers, a
final representation hEL) is obtained, which can be used for multiple tasks, such as: node

classification, link prediction or community detecti
g on the task, GNNs can work on two different types of applications:

e Node-focused approach: predicting labels or characteristics about individual nodes.
Typical examples include: the classification of web pages or the identification of
entities in knowledge graphs.

e Graph-focused approach: predicting global-level information about the graph. These
applications include: determining if a molecule represented as a graph has toxic
properties or classifying documents represented as semantic graphs.

GNN training can be transductive, when the model is trained on the full graph (as
in GCN), or inductive, when the goal is to generalize to unseen nodes or graphs (as in
GraphSAGE). Loss functions vary depending on the task: cross-entropy for classification,

reconstruction loss for link prediction
s have rapidly evolved, leading to various architectures that optimize different

stages of the aggregation process. Among the most well-known architectures are:

e GCN (Graph Convolutional Network) [ 1 3]: extends classical convolution to graphs,
using the Laplacian operator to define a normalized mean aggregation of neighbor
representations. It is efficient and suitable for semi-supervised classification on
known graphs.
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o GAT (Graph Attention Network) [10]: introduces an attention mechanism that
learns to weight the contribution of each neighbor differently. This allows for cap-
turing more complex and adaptive relationships between nodes, being useful when
neighbor information is heterogeneous.

e GraphSAGE [!1]: proposes an inductive architecture that uses neighbor sampling
and aggregation functions (mean, LSTM, pooling) to build node embeddings. It is
particularly effective on large graphs or in scenarios where generalization to new
nodes is required.

GNNs thus represent a natural evolution of CNNs and RNNs, adapted to the graph
domain. While a CNN operates on image pixels (regular structure), and an RNN on
word sequences, a GNN can operate on arbitrary structures where each node represents
an entity with non-uniform connections. For this reason, GNNs have become essential
tools for representation learning in domains with network-structured data, demonstrating
strong performance across multiple domains. In social networks, they are used to detect
communities, predict links, or recommend personalized content. In bioinformatics, they
enable the prediction of protein functions, molecular interactions, or mutation effects. In
recommendation systems and fraud detection, GNNs extract complex behavioral patterns
between users and transactions. Furthermore, they have begun to be used in NLP, com-
puter vision (e.g., for scene modeling), and computational physics [15].

7

__——

1. Sample neighborhood 2. Aggregate feature information 3. Predict graph context and label
from neighbors using aggregated information

Fig. 3.1. Visual illustration of the GraphSAGE sample and aggregate approach [11].

3.1.1. Graph Convolutional Networks (GCN)

Graph-Convelutional Netweorks (GCNs) are a fundamental architecture within the family
of GNNs. They extend the notion of convolution from regular domains (such as images)
to irregular graph structures by aggregating feature information from the neighborhood of
anode [13].

In a GCN layer, each node updates its representation by combining its own features
with those of its neighbors, using the connectivity encoded in the graph’s adjacency ma-
trix. Formally, a single GCN layer performs the transformation described in 3.2.
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Fig. 3.2. 2D Convolution (left) vs. Graph Convolution (right) [16].

H= O'(D_I/ZAD_WXW), (3.2)

where X € RM*F is the matrix of input node features, W is a learnable weight matrix,
A = A + I is the adjacency matrix with added self-loops, D is the corresponding degree
matrix, and o is a non-linear activation function, typically ReLU. This formulation en-
sures that each node’s new representation is a normalized aggregation of its own features
and those of its neighbors [ 13].

The output of a GCN layer is a new feature matrix H € R¥*¥’, where each row cor-
responds to the updated embedding of a node. Here, F’ represents the number of output
features or embedding dimensions, which is analogous to the number of filters in a conve
lutienal neural netwerk for images. This dimensionality is determined by the architecture
and reflects the richness of the learned representation. Stacking multiple GCN layers al-
lows information to propagate through the graph beyond immediate neighbors, enabling
each node to incorporate knowledge from increasingly distant parts of the network [16].
A general overview of the architecture of the GCN model is shown in Figure 3.3.

Output

ReLU

44

N

5
4445

Hidden layer Hidden layer

Fig. 3.3. Overview of the GCN architecture[ | 7].

sraph-Convolutional Netweorks belong to the family of spectral methods, which define
convolution in the frequency domain by leveraging the eigendecomposition of the graph
Laplacian [10]. In contrast, spatial methods such as GraphSAGE or GAT perform mes-
sage passing directly in the graph domain, aggregating information from neighbors using
flexible aggregation functions. GCNs implement a simplified spectral convolution that
avoids full eigendecomposition by using an efficient first-order approximation, resulting
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in fast and scalable operations. Compared to GAT, which uses attention mechanisms to
assign different weights to each neighbor, GCN treats all neighbors equally (after normal-
ization), making it less expressive but computationally lighter. GraphSAGE, on the other
hand, enables inductive learning by sampling and aggregating neighbors using functions
such as mean or LSTM pooling, which makes it more suitable for large-scale or dynamic
graphs. In summary, GCN provides an efficient and well-founded approach for semi-
supervised learning on static graphs, while other models might introduce more flexibility
or scalability at the cost of added complexity.

3.2. Community Detection via GNNs

Community detection is a fundamental task in network analysis: it consists of identifying
subsets of nodes, either because they are densely connected to each other and sparsely
connected to the rest of the graph, or because they share common attributes. Tradition-
ally, this task has been addressed using methods such as modularity optimization, spectral
clustering, or density-based techniques. However, GNNs offer a novel approach by en-
abling the extraction of vector representations of nodes called embeddings, upon which
clustering techniques such as k-means can be applied [15].

In this work, we adopt an unsupervised approach called Deep Graph Infomax (DGI),
proposed by Velickovi¢ et al. [18], which has proven effective in generating informative
embeddings from graphs. We choose DGI because it is not supervised (there is no prior
information about communities among nodes), can be applied in transductive settings
(which aligns with our goal of extracting information about an underlying graph struc-
ture), and can incorporate node metadata. The output of DGI is a set of node embeddings,
which we then use for community detection.

3.2.1. Deep Graph Infomax (DGI)

Deep-Graph-Infemax-(DGD) is a self-supervised learning method for graphs proposed by
Velickovié et al. (2019), whose goal is to learn useful node representations by maximizing
local-global mutual information, that is, between the individual representations of nodes
and a global representation of the entire graph. Inspired by Deep InfoMax (DIM) [19],
DGI leverages principles of contrastive learning, a paradigm that trains models to distin-
guish between positive (true) and negative (corrupted or unrelated) pairs, in order to learn
more meaningful representations.

This approach avoids the need for manual labels (characteristic of supervised learn-
ing) and instead generates so-called negatives automatically through a corruption function
applied to the graph. As a result, DGI is suitable for both transductive and inductive set-
tings, as it does not rely on labeled nodes during training and can generalize to unseen
nodes.
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The DGI model consists of several key components, namely: an encoder, a readout
function, and a discriminator. Let (X, A) be the pair containing, respectively, the nodal
features matrix (X) and the adjacency matrix(A) of the graph. These elements can be
summarized as follows:

e Encoder (&): A graph neural network, such as GCN, is used to transform the input
features X and the adjacency matrix A into a representation A; for each node. This
step produces a set of node embeddings H = E(X, A) = {fz] , ﬁz, R ﬁN}.

¢ Readout function (R): From the set of node embeddings H, a global representation
of the graph is computed, denoted s, using an aggregation function. In the original
work, this function R(H) = 5 is a simple average followed by a non-linear activation
(e.g., sigmoid or tanh). This representation serves as a kind of summary of the entire
graph.

e Corruption (C): To simulate a fake or negative graph, a corruption function is
applied to the features of the original graph. For example, node features can be
randomly permuted, thus generating a new input set (X,A) ~ C(X,A) and corre-
sponding representations # = X, A) = {h1, ha, . . ., Ay} E

e Discriminator (D): A discriminator Z)(l_{, §) is trained to take as input a pair formed
by a node embedding h; and the global graph summary s, producing a score that
reflects whether the node comes from the true graph or from a corrupted version.
Its goal is to assign high scores to real node-summary pairs (ﬁi, 5), and low scores to
negative (corrupted) ones (h;, 5). A common implementation uses a bilinear scoring
function followed by a sigmoid activation:

Diiv, 3) = a(ﬁfw), (3.3)

where W is a learnable weight matrix and o denotes the sigmoid function. This
score measures the alignment between local (node-level) and global (graph-level)
representations, and serves as the basis for the contrastive objective used in DGI.

e Objective (£): The training process aims to maximize the mutual information be-
tween each node and the graph summary. This is achieved through a contrastive
loss function, typically a binary cross-entropy, which differentiates between posi-
tive (real) and negative (corrupted) pairs. In practical terms, the goal is to maximize
the alignment between real nodes and 5, and minimize it for corrupted nodes.

1
N +

N M
L= B [log D 9| + ) By [log (1 —D(h,, f))]) (3.4)
i=1 J

—1

The loss function £ defined in equation 3.4 corresponds to a contrastive formulation
based on binary cross-entropy. Its goal is to train the discriminator O to assign high
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scores (close to 1) to positive pairs formed by node embeddings h; and the global sum-
mary of the graph ¥, and low scores (close to 0) to negative pairs that combine § with
corrupted embeddings h ;- Bquation 3.4 is meant to be maximized, its design aims to in-
crease the score of the discriminator for positive pairs and decrease it for negative ones.
In this way, the model learns informative node representations that capture the structural
information of the graph. In some implementations, the sign of this function is flipped to
follow the standard minimization setup, but conceptually, the original formulation seeks
to maximize mutual information. Each term in the loss represents an expectation over real
or corrupted samples, allowing stochastic generation of negative examples, and the total
sum is averaged over N + M samples to ensure balanced training.

Following [18], the complete process, illustrated in Figure 3.4, is defined in the fol-
lowing steps:

1. A negative sample is generated by applying the corruption function: (X,A) =
C(X,A).

2. A set of node embeddings is obtained for the original graph: H = &(X, A).

3. A set of embeddings is obtained for the corrupted graph: H = (X, A).

4. The original graph is summarized using the readout function: § = R(H).

5. The parameters of the encoder &, readout function R, and discriminator 9 are up-
dated using gradient descent, maximizing the contrastive objective function 3.4.

Fig. 3.4. A high-level overview of the architecture of Deep Graph Infomax [18].

DGI stands out as a self-supervised method that does not require manual labels, since
it automatically generates positive and negative pairs from the graph itself, making it scal-
able and flexible. Its representations combine both the structural information of the graph
and the node features, leveraging the available metadata. Moreover, it can be applied in
both transductive and inductive scenarios, and its architecture is independent of the spe-
cific encoder used, making it compatible with various GNN variants such as GCN, GAT,
or GraphSAGE.
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Once the model has been trained, the resulting node embeddings h; can be used in a
variety of downstream tasks, such as clustering nodes based on structure and similarity,
or visualizing them in latent space using techniques like t-SNE.

3.3. Pipeline

In this document, we integrate the Deep-Graph-Infomax(DGI) model into a pipeline de-
signed for community detection in social networks based on ARD data. The main goal is
to identify node groupings or communities using only two sources of information: on the
one hand, aggregated relational-data{ARD) responses; and on the other, metadata about
the nodes such as age, gender, or occupation. We assume a setting where the true structure
of the network (connections and topology) is unknown, and the objective is to reconstruct
a sufficiently informative structural representation to extract latent communities .~

The proposed pipeline consists of the following main stages:

1. Graph Estimation from ARD: as explained in Chapter 2, from the ARD responses
and using the Bayesian model proposed by McCormick et al., we generate samples
of estimated network structures.

2. DGI Training: for each estimated graph, a GCN is trained as the encoder and
DGI is applied to obtain node embeddings. An early stopping strategy based on
validation loss is used, and the hyperparameters (number of layers, embedding di-
mension, learning rate) are tuned empirically. This process yields a set of node
embeddings for each graph, which are then combined into an ensemble to produce
a single embedding per node, leveraging all estimated graphs during training.

3. Embedding Clustering: once the node vectors are obtained, k-means (the cluster-
ing algorithm chosen for this work) is applied to identify communities. The num-
ber of clusters can be set based on known group counts, selection methods such as
WCSS, or empirical testing.

4. Evaluation: evaluating this pipeline presents particular challenges, as it starts from
tabular data (ARD and node attributes), while the final output consists of structural
node groupings derived from an unobserved network. For this reason, evaluation is
carried out in several stages. First, during graph estimation, the simulated networks
are compared to the real network (which is known in our case study) using struc-
tural metrics such as average degree and path length. Second, the DGI model, being
self-supervised, is not evaluated using traditional accuracy metrics, but its objective
function can be tracked during training, and the quality of the embeddings can be
assessed via 2D projections using t-SNE to examine whether communities are spa-
tially separable. Finally, after clustering, clustering metrics such as the silhouette
score are used, along with qualitative (interpretation of the groups) and quantitative

28

=


Jose
Tachado

Jose
Texto insertado
 Architecture

Jose
Tachado

Jose
Línea

Jose
Resaltado
pero comoi los combinas?

no es simplemnete que lo agregas en una base de datos y ya??

cada uno es una representacion de un grafo

Jose
Resaltado
que siginfica??

Jose
Nota adhesiva
el metodo mas conocido es 'elbow method', comentalo

Jose
Resaltado
quizas usar otro termino

Esa es la Arqtuitectura de la propuesta

Jose
Resaltado
referencia de k-means


evaluations;-when external information is available to validate the detected commu-
nities.

In the following chapter, this pipeline is applied to a real case study using a known
network with metadata about its nodes, from which ARD responses are simulated. This
controlled setup allows us to directly validate the model’s ability to detect latent commu-
nities that are coherent with the true underlying structure.
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4. CASE STUDY

4.1. Setting and Data

In this case study, we apply the proposed pipeline to a real-world scenario involving
social network data. Specifically, we use a subset of the Facebook dataset presented by
Leskovec and McAuley [20], which contains ego-centric networks with node features and
user-defined social circles.

The dataset consists of anonymized data collected from Facebook users via a survey
application. Each ego network represents the connections among the friends of a single
user (excluding the ego itself), along with their features and the social circles (or "friend
lists") defined by the user. The features are anonymized binary indicators (e.g., education,
work, location), with a total of 224 per node. For this study, we use the ego network of
user 0, which includes:

e 333 nodes and 2519 edges, with an average degree of 15.13 and a maximum degree
of 77.

5 connected components, the largest containing 324 nodes.

A diameter of 11 and an average shortest path length of 3.75 in the largest compo-
nent.

A clustering coefficient of 0.508 and 10740 triangles.

Positive assortativity (0.236) and transitivity (0.426).

Figure 4.1 displays the structure of the ego network of Facebook user 0. In addition,
Figure 4.2 shows the degree distribution of the same graph, illustrating a highly right-
skewed pattern where most nodes have moderate degree, but a few central nodes exhibit
significantly higher connectivity.

The graph contains 333 nodes and 2519 undirected edges, with an average degree of
15.13 and a maximum degree of 77. It is moderately sparse and contains 5 connected
components, the largest comprising 324 nodes. Within this main component, the diame-
ter is 11, and the average shortest path length is 3.75, indicating relatively efficient com-
munication paths. The network shows a high clustering coefficient (0.508), with 10740
triangles, reflecting dense local connectivity. Moreover, it exhibits positive degree assor-
tativity (0.236), meaning that nodes tend to connect to others with similar degree, and
a global transitivity of 0.426, indicating a strong tendency to form triadic closures, both
typical features of social graphs.

30


Jose
Resaltado


Ego Network for User 0

%9

Fig. 4.1. Facebook ego network of user 0.

To further understand node importance, Figure 4.3 presents visualizations of the net-
work with nodes highlighted according to four centrality measures: degree, betweenness,
closeness, and eigenvector centrality.

Degree Distribution
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Fig. 4.2. Degree distribution of the Facebook ego network of user 0.

The visualizations reveal the structural roles of different nodes in the network. Nodes
with high degree centrality are spread throughout the graph, often located at the core of
subgraphs or communities, acting as hubs with many direct connections. Betweenness
centrality highlights bridge nodes that lie on the shortest paths between other nodes, indi-
cating key points for potential control over information flow. Closeness centrality empha-
sizes nodes that can reach others quickly; in the corresponding plot, most nodes exhibit
similarly high values, suggesting that the overall network structure allows for relatively
short paths between any pair of nodes. Lastly, eigenvector centrality assigns higher scores
to nodes connected to other well-connected nodes. Here, only a few nodes achieve high
eigenvector centrality, and they are concentrated near the network’s core, indicating that
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influence and connectivity are localized within specific cohesive clusters. These patterns
suggest that the network is not uniformly connected, as also seen in the degree distribution
histogram, but rather displays a slight core-periphery structure, a characteristic commonly
observed in real-world social networks.

Degree Centrality Betweenness Centrality Closeness Centrality Eigenvector Centrality

V. ‘, o ¢ -
. w

®

Fig. 4.3. Node importance in the Facebook ego network of user 0, highlighted by different
centrality metrics.

A total of 24 user-defined social circles are present, which reflect overlapping commu-
nities. Nodes can belong to multiple circles simultaneously and some nodes don’t even
belong to any circle. Out of the 333 nodes, 277 are assigned to at least one circle, while
39 belong to more than one, and 56 nodes do not appear in any circle. To focus the anal-
ysis on meaningful groupings, we retain only those circles that include at least 5% of the
total nodes in the graph. Nodes that are not assigned to any of these significant circles are
grouped under the label circleNA. Table 4.1 summarizes the distribution of nodes across
the selected circles. In Figure 4.4, t

network is displayed with nodes colored by cir-
cle assignment and nodes belonging to multiple circles are colored in black to emphasize

overlapping membership.

Circle Number of No % of Nodes

circlel5 133 39.94%
circle16 32
circlel1 30
circleO 20
circle6 20
circle4 17
circleNA 107

Table 4.1. Summary of selected social circles (with > 5% of node

population).

A total of 21 nodes belong to multiple significant circles, making the ground truth

community structure inherently overlapping (multi-label scenario)./Only connected nodes

are considered in the analysis; isolated nodes are excluded.
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Fig. 4.4. Facebook ego network of user 0 with nodes colored by circle. Nodes belonging to
multiple circles appear in black.
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4.2. Application of the Pipeline

We begin by simulating ARD responses from the Facebook social circles network and
circle membership information. The ARD matrix is constructed as a 333 X 7 matrix,
where each row corresponds to a node and each column to a circle, counting the number
of links the node has with members of each circle. Since circles can overlap, row sums in
the ARD matrix may exceed the actual node degree in the original graph. Additionally,
node features (the 333 x 224 binary metadata matrix) and the total proportion of inter-
group links (calculated as 3.1719) are included as inputs in the pipeline.

4.2.1. Graph Estimation from Simulated ARD

Graph estimation is carried out using the ARD-based Bayesian model described in Chap-
ter 2. For this, we perform three independent MCMC chains, each with 3000 iterations
and a thinning parameter of 10, saving one sample every 10 iterations, and apply the
model to the ARD simulated matrix. This results in a total of 450 estimated graphs,
meaning 450 adjacency matrices, all of size 333 x 333.

A visual example of one of the estimated graphs is shown in Figure 4.5. At first
glance, it is evident that this graph contains more disconnected nodes and smaller compo-
nents compared to the original Facebook ego network. This qualitative observation sug-
gests a loss of overall connectivity and motivates a more systematic comparison through
quantitative metrics.

Estimated Ego Network for User 0

b ° °
e °

Fig. 4.5. Example of one estimated graph sampled from the posterior.

We evaluate the quality of graph estimation through both graph-level and node-level
comparisons with the true Facebook ego graph.
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At the graph level, we compute several global structural metrics (such as number of
edges, average degree, size of the largest connected component, transitivity, and cluster-
ing coefficient) for each of the 450 estimated graphs. These values are then visualized
using histograms, where each distribution reflects the variation of a specific metric across
all sampled graphs. To facilitate comparison with the true Facebook ego network, the
corresponding value of each metric in the original graph is marked with a dashed red
line. These visualizations reveal that the estimated graphs tend to be significantly less
connected and cohesive than the original, with the red line frequently lying at the far right
of the distribution, especially in metrics related to connectivity and clustering.
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Fig. 4.6. Comparison of graph-level metrics: distribution across 450 estimated graphs vs. true
graph values (red).

In contrast, metrics like betweenness centrality fall within the range of the simulations,
though the real graph values remain higher, suggesting partial preservation of critical path
structure. Interestingly, closeness and eigenvector centrality values tend to be higher in
simulated graphs, likely because sparser and more fragmented graphs reduce average path
lengths within components, artificially inflating these centralities.

At the node-level, we assess how well centrality measures are preserved for individual
nodes. Specifically, we compare the value of each centrality metric (e.g., degree, between-
ness, closeness, eigenvector) computed on the original graph with the mean of that metric
across the 450 estimated graphs. In addition, we visualize the standard deviation of each
estimate to assess the variability introduced by the inference process. Each scatter plot
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includes the identity line y = x, which indicates perfect agreement between the original
and estimated values. Points below this line suggest systematic underestimation, while
deviations from it provide insights into the bias and dispersion of the estimates.

For example, in Figure 4.7 (top-left plot), we observe the relationship between each
node’s true degree and its average degree across all estimated graphs. There is a clear
positive correlation, showing that nodes with higher degree in the original graph also tend
to have higher estimated degrees. However, most points fall noticeably below the y = x
line, indicating a consistent underestimation of node connectivity. The plot also shows
that this underestimation is relatively uniform across the network, aligning with earlier
findings that the estimated graphs are systematically sparser than the original.

;ﬁ’(ﬁ'f/t‘m*’*m |

Fig. 4.7. Comparison of node-level metrics: scatter plots of true vs. estimated average node
metrics with std from 450 estimated graphs.

This under-representation impacts higher-order metrics as well, and reflects the broader
observation that the estimated graphs are sparser, less modular, and less hierarchical. In-
fluential nodes and tight communities might be missed, which may limit the utility of
these graphs for tasks like community detection or influence analysis directly.

4.2.2. Link Prediction

To address the under-representation problem observed in the estimated graphs, specif-
ically their tendency to be less connected and to contain fewer edges compared to the
original networks, we apply graph-theoretic link prediction methods to heuristically aug-
ment connectivity. As discussed in Section 2.3.2, this issue was already apparent in our
earlier simulations and was particularly pronounced when the underlying group distribu-
tions (in this case, the distributions from which circle concentrations 7, are sampled) were
more concentrated. Under such conditions, the ARD-based estimation model proposed
by McCormick et al. [?] tended to produce overly sparse and fragmented networks. This
is likely due to a loss of informative content in the ARD matrices: as group membership
becomes more concentrated, fewer nodes contribute significantly to the aggregate counts,
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leading to noisier and less representative inputs to the latent surface model. As a result, the
model struggles to infer latent ties, especially weaker or less central connections, which
results in underestimation of global connectivity.

This connection between group concentration and estimation sparsity, while hinted at
in our experiments, has not been formally explored in the literature. Therefore, as a pos-
sible direction for future research, it would be valuable to develop technical metrics that
quantify the extent to which concentration parameters affect ARD informativeness and, in
turn, model performance. Such analysis would enable us to better understand the model’s
sensitivity to input structure and to potentially adjust estimation procedures accordingly.
In our case study, lacking a formal mechanism, we decide to manually apply link predic-
tion algorithms from graph theory to the estimated graphs, adding edges heuristically until
their structural properties more closely resemble those of the original network. Although
effective to some extent, this procedure highlights the need for a principled approach to
compensate for sparsity arising from ARD concentration effects.

To mitigate this, we explored several classical link prediction algorithms widely used
in network analysis, including Common Neighbors, Jaccard Coefficient, Adamic-Adar
Index, Preferential Attachment, and Resource Allocation Index. These methods assign
scores to unconnected node pairs based on different heuristics that estimate the likelihood
of a future or missing link. Although several of them performed reasonably well, we
ultimately selected the Adamic-Adar Index for its ability to produce structural metrics
closer to those of the original graph, and because its weighting scheme, favoring rare
shared neighbors, is well aligned and common with the dynamics of social networks.

The Adamic-Adar method assigns a score to each pair of unconnected nodes, and we
added the top 1600 links with the highest scores to each estimated graph. This threshold
was manually chosen based on the known ground truth (the Facebook ego network of user
0), as it most effectively reduces the structural discrepancy between the estimated and true
graphs in terms of average degree.

Following this enhancement, we repeated the same evaluation procedure as before,
analyzing the updated graphs at both the graph-level and the node-level using the same
structural metrics. This allowed us to assess whether link prediction effectively com-
pensates for the connectivity underestimation observed in the original ARD-based graph
estimates.

The impact of adding 1600 edges using the Adamic-Adar Index can be clearly ob-
served in the updated evaluation metrics. At the graph-level, the total number of edges
increases significantly, as expected, and the average degree even slightly surpasses the
value of the original Facebook graph. This suggests that the augmented graphs may be
slightly denser than necessary, the added links appear to be distributed in a uniform man-
ner across the graph instead of at key nodes. Clustering coefficient and transitivity (two
metrics strongly associated with local cohesion) improve notably, becoming much closer
to the original values, which confirms the intuition that Adamic-Adar tends to reinforce
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Fig. 4.8. Comparison of graph-level metrics: distribution across 450 estimated graphs with 1600
added links using Adamic-Adar Index vs. true graph values (red).
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metrics with std from 450 estimated graphs with 1600 added links using Adamic-Adar

Index.
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local neighborhoods effectively.

However, some metrics diverge further from the reference values. For instance, the av-
erage shortest path length and average betweenness centrality both decrease, while close-
ness centrality increases. These shifts are expected: by adding many new connections, the
graphs become more compact, reducing the average number of steps required to connect
node pairs. Consequently, closeness increases and nodes are more central on average, but
betweenness drops, as shortest paths are more evenly distributed across the network.

At the node-level, centrality metrics such as degree and Kcore index exhibit stronger
alignment with the original values, with many points approaching the identity line y = x.
Nevertheless, a slight increase in dispersion is observed, particularly in the clustering co-
efficient and Kcore values, suggesting that while global properties improve, fine-grained
individual structures remain harder to recover. Still, the overall quality of the node em-
beddings benefits from the enhanced connectivity, as we will explore in the next section.

4.2.3. Application of GNN and Community Detection

To uncover community structure in the network, we apply the Deep-Graph-Infemax (DGI)
model introduced in Section 3.2.1. The DGI architecture is composed of a GCN encoder
(a single GCNCenv layer with ReLLU activation), a readout function that computes the
mean embedding across all nodes followed by a sigmoid, and a corruption function that
randomly permutes the node features. We train the model using a contrastive loss based on
mutual information between the local node embeddings and the global summary vector.

Training is performed using the Adam optimizer with a learning rate of 0.001, and
the model is trained for a maximum of 500 epochs. To avoid overfitting and reduce
unnecessary computation, we implement early stopping with a patience of 20 epochs: if
the loss does not improve for 20 consecutive epochs, training is halted and the best model
so far is retained. At each epoch, the model updates its parameters by computing the
contrastive loss based on the embeddings of real and corrupted nodes.

The encoder used in DGI is a single-layer GCN, named GCNConv. In our case, the
number of input channels of the GCN layer corresponds to the number of input features
per node, which is 224 (matching the columns of the binary metadata matrix). The number
of output channels or hidden channels in the DGI model is set to 64, which defines the
dimensionality of the embedding space for each node. That is, each node is ultimately
represented by a 64-dimensional vector capturing both its features and structural context.

The training loop performs backpropagation at each epoch by minimizing the binary
cross-entropy loss between the scores assigned to positive pairs (true nodes and graph
summary) and negative pairs (corrupted nodes and the same summary vector). Every
50 epochs, the training loss is logged to monitor progress. The final model produces
one embedding per node, which can be used for posterior tasks such as clustering or
visualization.
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Initially, we apply DGI to a single estimated graph from the ARD posterior. The re-
sults are unsatisfactory: the node embeddings exhibit poor clustering structure, and subse-
quent k-means clustering leads to a very large optimal number of clusters, as indicated by
the within-cluster sum of squares (WCSS) criterion shown in Figure 4.10. Given that the
graph has only 333 nodes, such fragmentation is unrealistic and indicative of overfitting
or insufficient representation.

Elbow Method For Optimal k
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Fig. 4.10. WCSS elbow curve for a single estimated graph.

To overcome this, we apply DGI independently to each of the 450 estimated graphs.
This results in 450 different embeddings for each node. We then compute the average
embedding vector for each node across all runs, effectively forming an ensemble repre-
sentation that is more robust to noise in individual samples. This ensemble embedding
strategy significantly improves stability and performance.

With a single embedding per node, we apply k-means clustering to identify communi-
ties. Multiple values of k are tested, and the optimal number of clusters is selected based
on the WCSS elbow method. Figure 4.11 shows the evolution of WCSS across number
of clusters, and following the elbow method 4 clusters are selected. The ensemble em-
beddings lead to a much more coherent clustering structure, with a reasonable number
of clusters and lower intra-cluster variance, suggesting that using all estimated graphs
reflects meaningful node similarities.

To validate the robustness of the clustering solution, we also experimented with alter-
native algorithmsi Gaussian Mixture Models (GMM) and Spectral Clustering, using the
same number of clusters (k = 4) in each case. To quantitatively assess clustering quality,
we computed the Silhouette Score for each method. This metric evaluates how well each
point lies within its cluster by comparing its average distance to other points in the same
cluster with its distance to points in the nearest different cluster. The score ranges from
—1 to 1, with higher values indicating better-defined and more cohesive clusters. Among
the tested algorithms, k-means obtained the highest Silhouette Score, so we selected the
clusters defined by this method.

Finally, to visualize the embedding structure and assess the quality of the clustering,
we apply t-distributed Stochastic Neighbor Embedding (t-SNE), a non-linear dimension-
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Fig. 4.11. WCSS elbow curve for the ensemble of 450 estimated graphs.

ality reduction technique that projects high-dimensional data into two dimensions. t-SNE
works by preserving local similarities: points that are close together in the original space
tend to remain close in the 2D projection. It does not use the clustering labels during
computation, but provides a useful way to visually assess how well-separated the clusters
are. The resulting projection, shown in Figure 4.12, displays the ensemble embeddings
colored according to their k-means cluster assignments.
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Fig. 4.12. 2D t-SNE projection of ensemble embeddings colored by k-means cluster labels (4
clusters).

4.2.4. Analysis of Communities

To understand the nature of the clusters detected by k-means, we analyze both their topo-
logical structure and their metadata characteristics.

Figure 4.13 shows the original Facebook ego graph (user 0), with nodes colored ac-
cording to their assigned cluster, out of 4 total clusters. This visualization allows us to ex-
amine whether clusters correspond to identifiable topological regions within the graph. In
this case, no clear spatial or neighborhood-based structure emerges: nodes from the same
cluster appear scattered throughout the network, and do not form localized or densely
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interconnected communities. This suggests that the clustering is not driven primarily by
the graph’s topology. It is worth noting that such analysis is only possible because, in
our case study, we retain access to the original graph. In most real-world scenarios where
only ARD responses, such visualization of community topology displayed on the real un-
derlying graph is not possible and could be done, for example, on one of the estimated
graphs. Figure 4.14 complements this view by showing the size of each cluster: Cluster
3 is the largest, containing around 140 nodes, while the others range between 40 and 80
nodes.

Graph with nodes colored by cluster

Clusters
Cluster 0
EEE Cluster 1
Cluster 2
Bl Cluster 3

J.‘

Fig. 4.13. Original Facebook graph (ego user 0) with nodes colored by cluster assignment (4
clusters).

We then analyze the role of node attributes in shaping the detected communities. The
binary metadata matrix includes 224 features per node, representing socio-demographic
characteristics such as education, gender, location, and languages. Figure 4.15 shows a
histogram of the proportion of 1s across all features, revealing that most variables are
extremely sparse, and the number of features active in more than 10% of nodes is very
low. This high sparsity is typical for large binary metadata matrices and highlights the im-
portance of focusing on features that are actually informative for distinguishing between
clusters. Interestingly, the few features with the highest overall prevalence in the dataset
are related to locale, education type and gender.
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Fig. 4.14. Bar chart showing the number of nodes in each cluster.
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Fig. 4.15. Histogram of the proportion of 1s across all metadata binary features. Most features
are extremely sparse.

To characterize each cluster, we compute the prevalence of each binary feature (i.e.,
the mean value, or proportion of 1s) per cluster. Figure 4.16 shows a heatmap of the
prevalence of the features in each cluster. Features represented in darker colors are the
most representative or active across that group. Most of them correspond to education-
related variables, particularly education type, school, and graduation year. Other relevant
features include gender and language. The heatmap reveals that Cluster O is the most
distinct: it shows low prevalence across all features and lacks any dominant attributes. In
contrast, Clusters 1, 2, and 3 share many of the same high-prevalence features, suggesting
that they group individuals with similar socio-educational backgrounds. Among them,
Clusters 1 and 2 show slightly more diversity in their metadata patterns.

To complement this analysis, we used mutual information to identify the top features
that best distinguish between clusters. Mutual information is a measure of dependency
between variables and is more appropriate than variance-based methods like ANOVA for
binary or categorical data. Again, education-related features emerge as the most informa-
tive, confirming their central role in community structure.

Finally, Figure 4.17 displays a bar chart of all features with prevalence above 40%
in each cluster, providing a more intuitive individual cluster-specific summary of which
characteristics dominate within each group. Cluster 0 once again appears as the least
defined, with fewer prevalent features which are also not informative. The remaining
clusters share several key attributes with high frequency, consistent with earlier findings.
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Fig. 4.16. Heatmap of prevalence of features in each cluster. Education-related features dominate
the profile.

While these features, such as certain education types or gender, are also the most common
in the dataset overall, they still play a discriminative role in differentiating clusters, as
confirmed by the mutual information analysis and the cluster-specific distribution shown
in Figure 4.16.
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Fig. 4.17. Bar charts of features with prevalence >40% in each cluster, showing cluster-wise
attribute distributions.

In summary, the detected communities appear to be driven primarily by socio-demographic
similarity, especially in terms of education. While the graph topology may contribute
weakly to the embeddings, the dominant signal is derived from the node metadata. The
resulting clusters therefore reflect socio-educational groupings rather than purely struc-
tural communities, providing an interpretable outcome grounded in user characteristics.
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4.2.5. Comparison with Ground Truth

Evaluating the quality of community detection is inherently challenging, particularly in
unsupervised settings. In our context, this challenge is further complicated by the fact that
the input graph used for clustering is not the original Facebook graph but an estimated
version reconstructed from ARD data, and the network estimation step also introduces
structural variation.

Nonetheless, we take advantage of the fact that we have access to the original Face-
book ego network, including the user-defined social circles, to perform a comparative
analysis. Although clustering algorithms are not expected to reproduce these predefined
groupings, such a comparison provides valuable insight into the nature of the recovered
communities. Specifically, we first attempt to study the correspondence between the 4
clusters obtained through DGI and k-means, and the original Facebook circles used to
simulate the ARD responses.

It is important to emphasize that unsupervised clustering is performed without ac-
cess to ground truth labels. The algorithm seeks to identify patterns based solely on data
structure, in this case, node embeddings learned from metadata and local estimated graph
context. A good clustering does not necessarily align with predefined groups; instead, it
may reveal alternative, and potentially meaningful, partitions. Furthermore, in our spe-
cific case, the original dataset allowed nodes to belong to multiple circles simultaneously,
whereas the clustering algorithm assigns each node to a single group. This fundamental
mismatch limits the degree of alignment we can expect between circles and clusters.

We begin by analyzing how the 7 original Facebook circles are distributed across the
4 clusters obtained in our earlier ensemble-based k-means clustering. Figure 4.18 shows,
for each cluster, the proportion of nodes that originally belonged to each circle (including
overlapping circle memberships). As observed earlier in Figures 4.13 and 4.14, there is
no clear visual indication that the clusters correspond to the original circles. The bar chart
confirms this impression, although there are some conclusions we can draw. Nodes that
belonged to multiple circles (denoted as circlesoverlap) are spread relatively evenly
across all clusters, which is consistent with their ambiguous group identity. Nodes without
clear circle assignment or belonging to very small circles (grouped as circlesNA) are
also distributed throughout the clusters, but with a higher concentration in Cluster O (the
least informative group in terms of metadata features), which is also consistent with their
lack of identity. Interestingly, circlel5, the largest circle in the dataset, is represented
across all clusters but appears most concentrated in Cluster 2, which, despite being the
smallest in size, may be the most representative of this circle. Other circles are more
uniformly spread, with the exception of circlel6, which is only found in Clusters 1 and
3.

To investigate further the possible relationship with ground social circles truth, we re-
peat the clustering procedure but now force k-means to produce exactly 7 clusters, match-
ing the number of original Facebook circles. Although the WCSS analysis on ensemble
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Fig. 4.18. Distribution of original circle memberships across the 4 clusters.
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embeddings had previously suggested an optimal number closer to 4, this new configura-
tion allows for a more direct comparison with the predefined groups.

Figure 4.20 shows the original Facebook graph with nodes colored according to their
new cluster assignments. Visually, there is no clear alignment between clusters and topo-
logical regions, similar to our previous findings. There is also no clear alignment with the
distribution of circles across the graph, seen in Figure 4.4. The cluster size distribution
(Figure 4.19) also differs substantially from the ground truth circles, which were notably
imbalanced: two large circles with more than 100 members and the rest with fewer than
40, as shown in Table 4.1.

Cluster Sizes

Number of Nodes

Cluster ID

Fig. 4.19. Number of nodes in each of the 7 clusters.

We also examine how the original circles are distributed across these 7 clusters. Fig-
ure 4.21 presents a stacked bar chart for each cluster, showing the proportion of nodes be-
longing to each original circle. While there are hints of concentration for certain groups,
such as circlel6 being more prominent in Cluster 5, the overall distribution remains
diffuse. Most circles appear across several clusters, and no clear one-to-one correspon-
dence emerges. This is expected, particularly as the number of clusters increases, making
patterns harder to interpret.

This discrepancy likely arises from the different types of information used to construct
each grouping. The original circles were manually defined by the ego user and likely re-
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Fig. 4.20. Original Facebook graph with nodes colored by the forced 7 clusters.

Proportion of Circles in Each KMeans Cluster

104 Circle

m circlel5

m circlel6
drclell

. circled

- drcle6

mm circled
circleNA
circleOverlap

Proportion of Nodes (multiple circle memberships allowed)

m
KMeans Cluster

Cluster 6
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flect explicit social ties and interactions, thus more closely aligned with graph topology.
In contrast, the clusters learned via DGI and k-means are influenced primarily by node
metadata, as encoded in the learned embeddings. These embeddings capture latent struc-
tural patterns and attribute similarities, but not necessarily the explicit connections or
social interpretations used to define circles.

This highlights a fundamental distinction between structure-based and attribute-based
clustering. Our method leverages node features and local graph context encoded in the
embeddings, rather than the full topology and information of the original graph. As such,
the learned communities reflect socio-demographic similarity rather than social circles
as originally defined, but they remain valid and meaningful representations of the latent
organization of the network.
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5. CONCLUSION AND FUTURE WORK

In this project, we have developed and tested a complete pipeline for latent network
estimation and community detection from Aggregated Relational-Pata (ARD). Starting
from real-world data extracted from Facebook social circles, we simulated ARD matrices
and applied the ARD-based Bayesian model proposed by McCormick et al. to infer the
underlying social network. Our analysis revealed that the estimated graphs tend to system-
atically underestimate connectivity compared to the original network, a pattern observed
both visually and through quantitative metrics. To address this, we applied link predic-
tion techniques to enhance graph structure, followed by the use of Deep-Graph-Infemax
(DGI) and node embeddings to uncover community structure. Although the clusters re-
covered did not align with the original Facebook circles, they revealed socio-demographic
groupings primarily shaped by metadata features such as education. Overall, the results
illustrate the value of combining statistical estimation, graph-theoretic augmentation, and
GNN-based representation learning to reconstruct and analyze networks from partial in-
formation.

An important direction for future research is to better understand the relationship be-
tween group concentration parameters and graph sparsity in ARD-based estimation. As
shown in our simulation studies, high group concentration tends to reduce the informa-
tiveness of the ARD matrix, leading to underconnected and fragmented graphs. A for-
mal approach to measure this influence would allow practitioners to anticipate estimation
bias and make principled decisions about graph correction. One possible line of research
would be to derive a theoretical mapping between group concentration and connectivity
loss, using synthetic simulations to calibrate this relationship. Then, in real ARD sce-
narios, one could project individuals and group centers onto the latent hypersphere and
estimate the group concentration parameters. With this information, it would be possi-
ble to determine whether link augmentation is necessary and, if so, how many edges to
add. This approach could provide a more grounded alternative to heuristic link prediction,
enhancing both the interpretability and reliability of latent graph reconstruction.
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