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Abstract: In this article a Dynamic Semantic Ontological Framework (MODS) is proposed for web semantics to 

permit the interpretation and formalizing a query carried out by a user in natural language.  As such, MODS 

permit user queries in natural language.  To do so, MOD transforms the query in a format that represents the 

meaning of the query (RSC) utilizing their different components:  lexicon, linguistic task ontology, and the 

ontology of the domain. This way, MODS use mechanisms of ontological semantics and tools for processing 

natural language for processing the user’s query. The RSC is transformed in an ontological language (OWL) to 

later be used by the web semantics.  In this work, the MOD architecture is presented. 
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1   Introduction 
In this article, the architecture of the dynamic 

semantic ontological framework (MODS) for Web 

semantics for interpreting queries in a natural 

language for the web is presented.  As such, we hope 

to interpret and formalize consultations sent to the 

web in natural language.  

For example, if a user asks the web the following 

question in their natural language: “I would like to 

know all the Venezuelan universities that offer the 

distance course, Advanced Operations Systems”; a 

person can interpret (according to an ontological 

framework which represents and understands the 

world around it) the following:  the domain is 

Education, the person is interested in Venezuelan 

universities at the undergraduate as well as graduate 

level, and would like to know which universities offer 

a distance course in Advanced Operating Systems. 

However, machines lack the ontological framework 

that humans have.  Therefore, techniques and tools 

must be used in the different areas (processing natural 

language (PNL), ontologies, etc.) that permit 

interpreting queries in an understandable way by the 

web. From this, the user obtains the desired result. 

Over the last few years, great interest has been shown 

in this area of research using an approach based on 

questions and answers within an ontological 

framework (in English, Ontology-Based Query 

Answering).  

We can mention the following works, among others, 

similar to ours: MESIA
1
 receives the user’s written 

                                                           
1
 Computer Model for the Selective Extraction of Information for 

short texts.  

query in natural language and later, converts it to a 

Boolean query. During this process, using linguistic 

resources, an expansion of the consult is produced. 

After the search, MESIA incorporates information 

about the domain to the process, permitting the 

semantic expansion of the results. On the other hand, 

once the theme of the consultation is identified, links 

about related topics are added.  All the processes 

previously indicated are also useful to order the 

results according to their relevancy to the query [1]. 

The QACID system is comprised of two main parts: a 

knowledge base generated from tests with real users 

and a textual implication model. To create the 

knowledge base, the system collects questions made 

by users about a certain domain. Such questions are 

analyzed and grouped by the function of the 

information requested. A sentence is manually 

associated to each group SPARQL
2
, permitting 

access to the information needed by the users. The 

textual implication model relates the questions to the 

system in natural language with the previously 

grouped questions in order to associate each question 

with its corresponding SPARQL sentence. This 

module is made up of semantic deductions that infer 

the relationship between these questions and the 

SPARQL sentence. [2]  

PowerAqua
3
 is a system of questions and answers, 

which uses a natural language query as input and is 

capable of returning an answer from any place on the 

semantic web. PowerAgua architecture is composed 

                                                           
2 SPARQL is a standard language of consultation for recuperating 

information from RDF data, (www.w3.org/TR/rdf-sparql-query). 
3
 http://technologies.kmi.open.ac.uk/poweraqua/publications-

downloads.php 
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of three components: a linguistic component, which 

analyzes the query in the natural language returning a 

result in a triple linguistic set called, Query-Triples 

(QTs) that identifies associations between the set of 

words in a sentence. The QTs produced by the 

linguistic component is passed to the component 

called PowerMap, which is responsible for 

identifying the semantic sources to be able to respond 

to the query. In addition, it produces an initial link 

between the QT terms and the source.  Finally, the 

final response is generated in the mixed component 

and the ontological category [9].  

In this article, another point of view is proposed 

based on the dynamic semantic ontological 

framework for the semantic web that permits carrying 

out queries by the user in natural language to be sent 

to the web. Such an ontological framework has a 

learning component characterized by extracting 

knowledge through diverse ontological learning 

techniques to semantically strengthen the ontological 

framework [5]. 

In section 2, the architecture of the ontological 

framework is briefly described, in section 3 its 

components are described, section 4 presents a macro 

algorithm of MODS and lastly, in section 5 the 

conclusions are presented. 

 

 

2  Dynamic Semantic Ontological 

Framework 
The architecture of the Dynamic Semantic 

Ontological Framework (MODS) is shown in Figure 

1      

 
Fig. 1. Semantic Dynamic Ontological Framework 

 

The process departs from the need of the user found 

in launching a natural language query.  MODS should 

transform the query to a representation format of the 

meaning of the query (RSC) from them using their 

different components:  lexicon, linguistic ontology, 

task ontology and the ontology of the domain. The 

RSC will be transformed to an ontological language 

(OWL) to be used by the semantic web. 

Generally, the architecture is composed of three 

ontological sub frameworks, namely (Figure 1): in a 

first instance the task ontology, this ontology models 

the processing tasks of the natural language query 

(lexical-morphological analysis, syntactical analysis, 

semantic analysis, pragmatic analysis). It is followed 

by the linguistic ontology, which specifies the 

grammar of the Spanish language, together with an 

extension of the colloquial derivations (examples of 

colloquial sentences that are included in this 

extension are phrases like “boot the equipment”, a 

linguistic loan from the English idiom much used in 

informatics slang, and other more native like 

(“mamar gallo” (“to kid”)). The lexicon
4
 is a support 

component of the linguistic ontology, which 

characterizes the Spanish language, while at the same 

time contains an onomasticon
5
 to handle proper 

names, and specialized and/or colloquial terminology.  

The last ontological sub framework is the 

interpretative meta-ontology that models knowledge 

of specific user content.  It is a high level ontology 

with specialized/extensions based on ontologies of 

the domain, external to the MODS. Also, in the 

interpretative ontology the user ontology can be 

found. This describes the use of the system that each 

user makes, which permits the incorporation of the 

particular characteristics of the user 

(contextualization) to attempt to delimit the web 

answer of the formal query.  

Finally, another key component of the adaptability of 

MODS to the dynamics of the web and the user is the 

learning component of the ontologies whose goal is 

to permit ontologies to evolve together with the 

usability of the system [5].  

 

 

3 Description of MODS components  
In this section, each one of the components of MODS 

architecture is described generally. 

 

 

3.1 Lexicon  
The lexicon for the language (in this case, Spanish) is 

a collection of inputs that are indexed from the 

lexeme
6
 of the word and describes all its possible 

uses [3][7]. The words are group together in 

categories: nouns, pronoun and names to denote 

things, verbs to denote actions, adjectives to modify 

nouns and adverbs to modify verbs [8]. 

In our case, the MODS lexicon only contains non 

semantic information. Each entry of the lexicon is 

                                                           
4
 A lexicon is a list of words in a language-a vocabulary-together 

with some knowledge of the use of each word.  
5
 An onomasticon is a collection of proper names and or terms. 

6 
Lexeme or root: is part of a Word that does not vary. It 

contains its meaning. Deport-e, deport-ivo, deport-istas. 
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made up of a set of types of information lexis. These 

types are the following:  
ROOT Lexeme 

CAT Lexical category of the word, 

which are: verb (V), name (N), 

adjective (ADJ), conjunctions 

(CON), articles (ART) etc.  

(category relates to the category of 

the linguistic ontology)  

ORTH abbreviation  

MORPH Information  morphological, 

irregular forms, class or paradigms 

and variants  

For example, the lexicon of the verb hit is: 
ROOT HIT  

CAT Transitive verb (tr v)   

ORTH Hit 

MORPH Non personal forms 

Infinitive: to hit 

 Participle: hitting 

 Gerund: hitting  

Indicative 

 Present:  I hit, You hit, 

He/she/it hits, We hit, you 

hit, they hit 

 Simple Future or Future 

I will hit, You will hit, 

He/she/it will hit, we will 

hit, you will hit, they will 

hit 

 Etc.  

 

 

3.2  Linguistic Ontology  
Its function is to support the processing process of the 

natural language.  To do so, it describes the lexical 

unit
7
 generally as a linguistic object in a lexical data 

base and the relationships among them in a 

conceptual hierarchy (ontological taxonomy). As 

such, it can be said that the linguistic ontology is a 

representation of linguistic concepts and their 

relationship in a specific domain, in this case, the 

Spanish language. The linguistic ontology has the 

following structure: 
CAT Generic lexical category: verb, 

name, adjective, etc. (the same 

categories are defined in the 

lexicon) 

Syntactical 

structure  

Set of production rules of 

Spanish grammar. It represents 

the syntactical structure of the 

language.  

Structure 

semantic 

Each production rule of the  

grammar represented in the 

                                                           
7 Lexical Units: are the smallest units with meaning, generally 

smaller than words such as verbal roots, the verbal ending for the 

person, time, number etc. 

syntactical structure has a 

semantic representation (they 

make up the semantic production 

rules)  

For example, the linguistic ontology of a transitive 

verb is: 
Category  Transitive Verb (V_TR) 

Structure 

syntactical  

1. O→FN  FV
8
 

1.1. FN→S
9
  

1.2. S→N
10

 

1.3. FV → Vr_Tr Ar Obj
11

 

Other production rules exist.  

 

Structure 

semantic 

For the syntaxis production rule 1: 

Agent
12

 $var(S) 

Theme
13

 $var(Obj) 

 

An instance of a lexicon has the rest of its 

information in the linguistic ontology. 

 

3.3 Interpretative Ontology.   
The interpretative ontology has the following 

structure, which serves to represent the knowledge of 

some domain [4]: 
Concepts Are basic ideas that attempt to be 

formalized. For example, the 

objects of the given domain: 

animals, bibliographic material, 

etc.  

Relationships Represent the interaction and links 

between the concepts of the 

domain. They usually make up the 

taxonomy of the domain. For 

example: subclass-de, part-de, 

connected-a. etc.  

Instances Used to represent specific objects 

of a concept.  

Axioms Are theorems that are declared 

about relationships that the 

elements of the ontology should 

meet. For example: “If A and B are 

of class C, then A is not a  subclass 

of B”, etc.  

As such, the interpretative ontology used in MODS 

has a classic structure of ontologies.  Moreover, from 

them links to other ontologies of specific domains 

can be made (for example, the field of molecular 

biology). 

Also, the interpretative ontology includes the user 

ontology that describes its profile.  In MODS, the 

                                                           
8  Sentence (O) → Nominal Phrase (FN) Verbal phrase (FV) 
9  Nominal Phrase  → Subject (S) 
10

 Subject (S) → Name (N) 
11 Verbal phrase (FV) → Transitive verb (VR_TR) Article (Ar) Object 

(Obj) 
12 Agent: is an entity that causes or is responsible for an action (for 
example, human, object, animal)  
13 Theme: is an entity manipulated by the action (for example objects are 

rarely humans 
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user profile and situation, relative location of the 

user, the task being carried out or which the user 

would like to carry out, among other things, are 

identified [6]. The structure of the ontology is: 
User Represents the profile of a user 

with respect to: 

1. Who: identify a user of MODS.  

2. Where: specify the location of 

the user. This is indispensable 

for the MODS, given that it 

permits determining the services 

that are offered the user. 

3. When: Not only the physical 

location is important, but 

besides the location in time of 

all the elements. Although 

preparing for all the activities to 

be carried out at any time, the 

activities which can be carried 

out depends on who is there at a 

given time and what resources 

are available at that time. 

4.  Why: Though activities exist 

whose fulfillment follow a 

structured pattern, which do not 

represent a major problem for 

MODS; the MODS should be 

prepared for the human free 

will, for the fact that at times we 

do things for reasons we alone 

know. 

5. What. We should know What is 

it that they do, Who are around 

them or better still, what are the 

activities that the MODS users 

carry out 

Relationships  Represent the interaction and the 

links between who, where, why, 

what and where. They make up 

the taxonomy of the ontology 

user. 

Instances They are used for  representing a 

user’s specific objects. 

Axioms They are theorems that are 

declared about the relationships 

that the elements of the ontology  

should fulfill.  

 

3.4 Components of learning  
This component is characterized by extracting 

knowledge using diverse techniques of ontological 

learning, to semantically strengthen the ontological 

framework [5]. In the learning component, an 

ontological reasoning motor coordinates the 

knowledge extraction process, relating the learning 

sources (non structured information or semi 

structured), the knowledge discovery techniques, and 

the structures to impact within MODS. 

Three fundamental modules make up the component: 

the module for processing the learning source (cleans 

information), the module that processes information 

(extracts knowledge), and a third module for 

coordinating the learning process (determines which 

MODS structure to update and updates it). The 

component is fed by two sources of information: a 

first source is that which is generated in the analysis 

process of the query in the natural language, where 

unknown terms are reported; and another from the 

recuperated information from the web. The learning 

component, in its first version, uses three methods of 

learning that are characterized by specializing in a 

particular ontological element: methods of 

questioning new terms, methods for learning logical 

axioms, and methods for learning concepts and 

relationships between concepts [5]. 

 

3.5 The Task Ontology  

The task ontology permits the processing of natural 

language.  The structure of the task ontology is the 

following: 
Task Represents the task to be 

carried out in each phase of the 

analysis,  

1. Analysis–lexical-

morphological.  

2. Analysis-syntactical. 

3. Analysis-semantical.  

4. Analysis-pragmatic. 

Relationships  Represents the interaction and 

links between tasks. Makes up 

the taxonomy of the ontological 

tasks, as shown in Figure 2.  

Instances Are used for representing the 

specific task of the analysis of a 

given query.   

Axioms Are theorems about 

relationships that the elements a 

task ontology should meet. 

 

 

 
 

Fig 2. Taxonomy of the task ontology 

The ontology tasks and their relationship with other 

components used in the MODS is described in 

general terms below: 

a) The first task to be carried out is the lexical-

morphological analysis and is used to support the 
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lexicon. In this task, the morphological information 

of each word found in the query and the onomaticon 

for the management of proper names is obtained. The 

lexical-morphological analysis is divided into the 

following sub tasks: 

a.1) Lexical analysis, its principal function is to run 

the query and separate it into lexical components 

(tokens in English). The structure of the data that are 

to be used for the lexical analysis is the following: 

lex(CL,TypeCL), where,  

 lex: indicates that this is the lexical task  

 CL: lexical component or token which is in 

the query sentence 

 TypeCL: Type of lexical component, for 

example: Word, number, etc.  

For example, after the lexical analysis of the 

following query: “Relationship between book and 

magazine” results in:  

lex(relation,word) 

lex(between,word) 

lex(book,word) 

lex(and, word) 

lex(magazine,word)  

a.2) The following step, with the support of the 

lexicon and the linguistic ontology, is the 

morphological analysis, which consists of 

determining the form, class or grammatical category 

of each word of the query. 

To carry out this analysis, proceed in the following 

way, using the results of the lexical analysis as input, 

proceed to determine the category to which each 

word belongs: name (Nom), adjective (adj), pronoun 

(pron), verb (ver), adverb (adver), preposition (pre), 

etc., if dealing with a variable word
14

, etc. The data 

structure to be used is: 

lex_mor( lexical component, category, Type, Sex, 

Number,  Mood, Time, Aspect, Voice, Person, 

Instance_Ontology_Linguistic), where: 

 Lexical Component: is one of the words of 

the query. 

 Category: is the type of Word, name, verb, 

article, etc. 

 Type: the type of category  

 Sex: indicates if this belongs to male or 

female. 

 Number: indicates if the named object is one 

or more than one. In Spanish, there are two 

numbers: singular and plural. 

 Mood:  refers to the attitude of the speaker 

before what is said. There are three verb 

                                                           
14

 Variable words: nouns, articles, qualifying adjectives, 

determinative adjectives, pronouns, verbs.  

Invariables words: adverbs, conjunctions, prepositions, 

interjections.  

moods: Indicative (for example. I have 

arrived at the city). Subjunctive (for example, 

perhaps I arrived at the city). Imperative (for 

example, come here)   

 Time: is the capacity that the verb has to 

place the action in a determined time context.  

Normally, a verb expresses notions that 

situate it in the present, past or in the future. 

 Aspect: expresses if the action of the verb 

has finished or has a lasting sense 

 Voice: the voice indicates if the subject 

carries out the action (active subject or 

agent), or suffers the action carried out by 

another (subject passive subject or patient). 

In the first case, we say the verb is in the 

active voice; when the subject is passive, the 

verb is in the passive voice.  

 Person: First, Second and Third.  

Following the query of the previous example, the 

following lexical components in the lexicon and in 

the linguistic ontology were found:  

 
Relation ship   

Category Name 

Sex Female 

Number Singular 

Instance 

Ontology_linguistic 

Category→N 

$var(N)→relation 

 

Between  

Category Preposition   

Instance_ 

Ontology_linguistic 

Category→Prep 

$var(Prep)→between 

 

Book  

Category  Name 

Sex Male 

Number Singular 

Instance_ 

Ontology_linguistic  

Category → N 

$var(N)→book 

 

And  

Category  Conjunction  

Instance_ 

Ontology_ 

linguistic 

Category → Conj 

$var(Conj)→and 

 

Magazine  

Category  Name 

Sex Female 

Number Singular 

Instance_ 

Ontology_linguist

ic  

Category → N 

$var(N)→magazi

ne 

 

Fig. 3. Morphological analysis of the query of the 

“relationship between book and magazine” 

Advances in Computational Intelligence, Man-Machine Systems and Cybernetics

ISBN: 978-960-474-257-8 95



 

   As such, the result obtained by the 

lexical_morphological analysis is the following:  

 lex_mor(relation, name, NULL, female, 

Singular, NULL, NULL, NULL, NULL, 

NULL, $var(N)→relation) 

 lex_mor(between, preposition, NULL, 

NULL, NULL, NULL, NULL, NULL, 

NULL, NULL, $var(Prep)→between) 

 lex_mor(book, name, NULL, Male, Singular, 

NULL, NULL, NULL, NULL, NULL, 

$var(N)→book) 

 lex_mor(and, conjuntion , NULL, NULL, 

NULL, NULL, NULL, NULL, NULL, 

NULL, $var(Conj)→and) 

 lex_mor(magazine, name, NULL, female, 

Singular, NULL, NULL, NULL, NULL, 

NULL, $var(N)→magazine) 

After the lexical_morphological_analysis, the 

following user query production rule is obtained 

according to the position of each lexical component 

in the query:   

Con → N Prep N Conj N 

In this case, all the lexical components in the lexicon 

were found. For this reason, the production rule was 

able to be generated, but the case can be brought that 

they cannot be found. Supposing that in the previous 

example the unknown lexical component is 

“between”, the user query production rule would be 

the following:  

Con → N unknown N Conj N 

In this case, the unknown lexical component, with its 

hypothetical component given by the position, is sent 

to the learning component and we wait for the answer 

to know if the category is correct or not (the MODS 

learns). If the answer is negative, it means that no 

association was found with this unknown lexical 

component, then the result of the learning component 

would be: 

lex_mor(Com, name, female, Singular, NULL, 

NULL, NULL, NULL, NULL, $var(N)→magazine)  

In the affirmative case, that is, some association was 

found with the lexical component (for example, 

“between” is a preposition), the result that the 

learning component sends would be:  

Lex_mor(between, prep, null, null, 

$var(Prep)→between)   

Everything said till now is part of the first task of the 

task ontology.  

b) The next step after carrying out the lexical_ 

morphological process is the syntactical analysis, 

which uses a grammar for the output of the previous 

process, in order to detect significant sentences or 

phrases for the language (in our case, Spanish). This 

natural language grammar represents the “kernel” 

that defines the nature of the components (verbs, 

nouns, articles, etc.), its variants (conjugation, time, 

sex, number, etc.), and rules for their interrelation 

(phrases, sentences, questions, negations, etc.).  

   Independently of the grammar, the process of 

“translation” compares the rules found in the 

linguistic ontology against the words from the input 

text. Each similar rule adds an element to the 

structure or generates it. The easiest structure 

produced is the “translation tree”, where rules appear.  

For example, for the input text “Juan is good”, after 

having gone the lexical_morphological analysis, and 

the translation process is carried out using the 

linguistic ontology, which has the following 

production rules:  

1. O→FN  FV
15

 

1.1. FN→S
16

  

1.2. S→N_P
17

  

1.3.  FV
18

 → V Adver 

the translation tree of the Figure 4 would be 

generated.  

 
Fig. 4. Translation tree generated after the syntactical 

analysis 

c) After the syntactical analysis, with the linguistic 

ontology the Semantic analysis is performed. It is in 

charge of establishing which combinations of 

individual word meanings are possible to create a 

coherent meaning of a sentence, which can reduce the 

number of possible meanings for each specific word.   

   In this analysis, the sentence is verified again to 

identify the key words with which MODS would 

interpret the consult.  This way, the analyzer obtains 

the essence of the question. 

   The semantic analysis, as part of MODS, represents 

the kernel of its “knowledge”, and in function of its 

variety and detail, it will be the richness of the 

vocabulary, expression, understanding, answer and 

utility offered by their own analysis. For example, for 

the query, “relation between book and magazine” the 

following semantic tree is obtained (Figure 5). 

                                                           
15 Sentence (O) → Nominal phrase (FN) Verbal phrase (FV) 
16 Nominal phrase  → Subject (S) 
17 Subject(S) → Proper name (N_P) 
18 Verbal phrase (FV)→ Verb (V) Adverb (adver)   
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Fig. 4. Semantic tree generated after the semantic 

analysis 

d) The last task of the ontology of tasks is the 

pragmatic analysis of the context. Given that 

semantics take care of the literal significance of the 

linguistic expressions, the pragmatic deals with the 

additional significance that queries in the user context 

acquire. 

Therefore, the pragmatic analyzer uses the semantic 

structure obtained in the previous task to develop the 

final interpretation of the query in function of the 

circumstance of the context. At this level, the 

mechanisms of coherency in the discourse are 

analyzed. That is, the linguistic elements the users 

employ to communicate with the web, which is 

his/her communicational intent, etc. using for it, the 

meta-ontological interpretation.  In this phase, aspects 

such as the identification of objects referenced by 

determined constituents of the phrase are referenced 

(nominal syntagmas, pronouns, vowel endings) the 

analysis of aspects of time, the identification of user 

intention (theme and focus) as well as the inferential 

process needed to correctly interpret the query within 

the domain application. Thus, a pragmatic analysis 

carries out the final interpretation of the query in 

function of the context and the user profile. 

For example, the query “the relationship between a 

book and a magazine” has several interpretations. A 

few are mentioned below: 

1. What is the relation between the book and 

the magazine? 

2. A book and a magazine are library and 

periodic materials  

3. What relation exists between a book and a 

magazine? 

4. A magazine and a book are consulted 

After a pragmatic analysis, we obtain the following 

result: 

1. What is the relation between the book and 

the magazine? 

2. What relation exists between the book and 

the magazine? 

Thus the ontological process of the jobs ends. 

 

 

4   Algorithm for the analysis of a 

natural language query.  
Below is a general description of the analysis process 

of a query: 

1. The user expresses the query in natural 

language to the system  

2. The task ontology analyzes the sentences: the 

lexicons, the morphological and syntactical 

analyses; that is if the phrase contains words 

made up of morphemes
19

, if the structures of 

the sentences are correct, etc. using for this 

also the lexicon and the linguistic ontology. 

3. The next step of the task ontology is to 

analyze the sentences semantically, that is to 

understand which is the meaning of each 

sentence and assign their meaning to logical 

expressions using the lexicon and the 

linguistic ontology as input.  

4. Once the previous step is carried out, the 

pragmatic analysis of the consult is 

performed, for which the representation 

structure obtained in the previous step is 

reinterpreted to determine its real and precise 

significance within a specific context.  For 

this, the interpretative ontology is used. Once 

this stage is carried out, the final expression 

is obtained.  

5. The final expression is the RSC, which will 

later be transformed in an ontological 

language used in the semantic web to carry 

out queries strictly speaking.  

In the following figure, the analytic process of the 

query is summarized 

 
 

Fig. 6. The process of Analysis of a Natural language 

query 

 

 

5.  CONCLUSIONS  
In this article, the architecture of MODS is proposed, 

which uses techniques and tools for processing 

natural language, of the ontological processes, of the 

semantic ontology, of the linguistic ontology. MODS 

allows the interpretation of a web query on natural 

                                                           
19 Morpheme, minimum linguistic sign in which the words of a 

language can be decomposed.  It constitutes the minimum unit of 

morphological or grammatical analysis. 
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language of a web user.  

   Currently, the detailed design and implementation 

of each one of MODS components is being carried 

out.  Specifically the lexicon, the linguistic ontology, 

and the following components of the task ontology 

have been implemented:  the lexical and 

morphological components [11]. In addition, with 

respect to its learning component, a prototype exists 

[10], lacking only the rest of the components of the 

task ontology and the interpretative ontology. 
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