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a Universidad de Los Andes-Escuela de Ingenierı́a de Sistemas, Departamento de Sistemas de Control, CEMISID,
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Abstract
Industrial necessities claim global management procedures integrating information systems in order to manage and to use the whole

information about controlled processes and thus, to assure a good process behaviour. Fault management and maintenance are vital aspects in

industrial management, in this sense, maintenance systems should support decision-making tools, new maintenance approaches and techniques,

the enterprise thinking and flexibility. In this work, a reference model for fault management in industrial processes is proposed. This model is based

on a generic framework using multi-agent systems for distributed control systems; in this sense, the fault management problem is viewed like a

feedback control process and the actions are related to the decision-making in the scheduling of the preventive maintenance task and the running of

preventive and corrective specific maintenance tasks. A particular methodology permitting the conception and analysis of the agent systems is used

for the agents design. As a result, a set of models describing the general characteristics of the agents, specific tasks, communications and

coordination is obtained.

# 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Automation is an important aspect allowing for the

improvement of the industrial processes performance. In this

sense, automation systems aim to dynamic supervision of

operating variables and, from this information, the calculation of

control signals. In this sense, industrial necessities claim global

management procedures in order to integrate the information

systems of both enterprise and operation levels into the control

systems and use this information for optimization purposes.

A five level’s architecture is considered, in general, for

industrial automation schemes [1]: process, local control,
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supervision, planning and administrative management, each

one with specific tasks. In general, the couple model–control

has constrained suppositions about the process’ dynamic and its

causes are not thoroughgoingly modelled, thus, in case of not

well working, the process performance should be deteriorated.

These modelling supposition put up with the development of

fault management systems proposing fault detection, diagnosis

and prediction tasks, and preventive maintenance plans; these

tasks living together in the supervision and control levels [2–5].

In [6], a multi-agent based automation model is proposed,

taking into account the general objects of the production

processes: production planning, production factors manage-

ment, processes control, fault management and abnormal

situations management. The models describing the processes

control and abnormal situations management have been

developed in [7,6], respectively. The agents-based reference

model for distributed control systems (DCS) in [7], has
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provided a generic conceptual framework permitting to see any

system like a feedback control systems. In fact, the abnormal

situations management model in [6], has been developed under

this approach.

Fault management and maintenance are vital aspects in

industrial process. They not only include the knowledge about

the failure modes and their causes, but an awareness of the

extent to which equipment failure affects safety, product

quality, costs and plant availability [8]. Changes in the

maintenance approaches, recent knowledge, skills of main-

tenance people, and so on, must be incorporated into the

maintenance systems in order to attain high performances. In

this sense, maintenance systems should be developed in an open

framework permitting to take into account the changes in the

maintenance paradigms. In the maintenance framework, the

challenges are related to
� th
e selection of the appropriate techniques for fault detection,

isolation and diagnosis;
� th
e building of the appropriate models for detection,

isolation, diagnosis and prediction;
� th
e decision-making in the design of feasible preventive

maintenance plans;
� th
e decision-making in the emergency situations.

In this work, an agent-based reference model for fault

management system (FMS) is proposed, as a part of the

automation model proposed in [6], and it is based on the generic

framework proposed in [7]. This model outlines the manage-

ment of the preventive maintenance plans permitting to perform

detection, isolation and diagnosis tasks. This model takes into

account the following tasks:
� lo
cal or global abnormal behaviour detection of the

controlled process;
� f
ault isolation and diagnosis;
� f
ault causes identification;
� p
reventive and corrective maintenance task running;
� m
aintenance task planning;
� f
ault prediction models development.

The FMS objectives are achieved by the coordinated

interaction of the agents. Reasoning aspects as well as adaptive

and learning aspects are incorporated into the multi-agent

behaviour, helping in the interpretation of available data from

different sources and characteristics. This way, the agent-based

FMS provides the assistance in the detection–diagnosis–

decision process, as well as in the planning and running of

maintenance tasks.

2. Theoretical aspects

2.1. Fault management and preventive maintenance

Maintenance activities have attained the first places into the

production processes tasks. These activities should assure the

accomplishment of the plant functions and, therefore, the mains
tasks should be preventives tasks aiming to the detection,

diagnosis and prediction (on-condition tasks), the checking

activities on the hard time intervals (on-time tasks), follow by

the overhauling tasks in order to restore the equipment

functionality. In this sense, preventive maintenance treats with

the running of the inspection task and service that have been

scheduled at specific time, in order to keep the equipment’s

capabilities and avoid a functional failure.

In the developing of a maintenance program, it should be

stated what tasks are needed to do and when it must be done. This

is guided by the extensive knowledge about the fault

mechanisms, the experiences and the information provided by

the equipment designers. Thus, data and information efficiently

permitting to drive the detection–diagnosis–prediction task

should be available. On the other hand, a maintenance program

must satisfies new expectations, to give attention on the new

researches about the failure mechanism, as well as the

incorporation of new techniques and concepts in the maintenance

area [8]. Reliability and availability become key concepts: in

automated environments, failures impact the service and product

quality. Industrial and environmental securities also claim for the

development of a maintenance program satisfying these

requirements. All of these aspects include the supplementary

expectation that it be reached at lower costs.

Taking into account the previous aspects, a maintenance

program should consider the following items [8]:
(a) M
echanisms for the potential failure detection, based on the

development of new technologies in preventive mainte-

nance.
(b) T
echnologies for failure analysis that are supported by

mechanism permitting to report the failures and analyse

them (the failures’ root).
(c) T
he information management that aims to the development

of the information systems permitting to store the corrective

maintenance record about the equipment, the failure

analysis record (historic detection, diagnosis and predic-

tion), the alarms, and the maintenance costs.
(d) T
he decision-making supporting systems using the avail-

able information in order to propose new maintenance

program according to the current enterprise context.
At the last years, engineering managers have known all

about the impact of the maintenance on the industries

performance, making an effort to providing support in the

development of preventive maintenance activities. In this sense,

maintenance must be seen as an enterprise strategy in order to

attain major profit by viewing operation maintenance

altogether. As a consequence, mechanisms and systems must

be developed in order to integrate maintenance strategies with

the business operational aspects [9].

In [10], the role of preventive maintenance has been

remarked as a foundation in developing an integrated

maintenance strategy by considering planning, scheduling,

technique training and resources (inventory/acquisition).

However, in the practice, just a few percentages of enterprises

effectively implant their preventive maintenance programs.
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Preventive maintenance is a key strategy for applying

reliability-centered maintenance and predictive maintenance

techniques as tools for condition monitoring from indexes

associated to their reliability [11] and on-condition main-

tenance tasks [8,12].

Computer systems are a fundamental aspect to successfully

implant a preventive maintenance strategy, for providing the

information support, needed in maintenance management, and

interfaces permitting to propose the repair work-flow identified

after apply the predictive maintenance tasks (decision-making

support) [10]. Different aspects to be taken into account in

software systems integration in maintenance management have

been discussed in [9].

In order to develop integrated maintenance systems, different

approaches have been developed [13]. From a commercial point

of view, most of suppliers of computerized maintenance

management systems offer products based on preventive,

corrective, reliability-centered maintenance [14–18]. These

systems are composed by modules such as: equipment data

and history, work order, trouble calls (maintenance petition),

spare parts, purchase requisitions and orders, and inventory;

these modules aim to support the maintenance planning

[12,14,19]. These solutions, in general, do not offer an

integrated computerized solution but provides an aggregate

solution based on client/server architectures, without take a care

of the operating system and of the used databases. In this way, it

is incipient the development of products integrating the

maintenance management, diagnostic and fault detection tasks

with the supervisory system, this integration allows to carry out,

in a coherent way, the maintenance planning based on condition

of the productive process.

In [20] an integrated architecture for monitoring, fault

diagnosis and maintenance is proposed. This architecture is

composed by four modules: data calibration, condition

monitoring fault diagnosis and maintenance assistance,

integrating different artificial intelligence techniques. In [21],

a methodological approach for developing maintenance

systems is given, by defining the outlines for the distributed

maintenance systems. In that work a maintenance reference is

defined, by considering the maintenance activity as a global

domain, i.e., the maintenance domain. This domain is

composed by other domains sharing the maintenance objectives

such as strategy, management, supervision, monitoring, fault

diagnosis–correction–compensation, decision, execution, qual-

ity and evaluation. This maintenance domain permits to

develop the integrated control, maintenance and technical

management concept into a systemic framework.

From a distributed point of view, the e-Maintenance concept

born as an evolution of the concept and techniques of e-Service

and Tele-Service, in order to integrate monitoring, performance

assessment methods and technologies, [12,22–24]. By using the

e-Maintenance concept it is possible to achieve the integration

of distributed knowledge, information and data in order to

perform the equipment analysis, diagnosis tasks and to propose

the best actions to maintain the well-working at the adequate

time intervals (decision-making support). In [23], information

software and object-oriented technologies as Web-services and
XML have been used in order to propose a framework for the

development of e-Diagnostic and e-Maintenance permitting to

achieve the automation of diagnosis processes and their

integration with the maintenance information. By the other

hand, in order to perform the integration of the distributed

experted knowledge, a MAS-based framework is proposed in

[22,24] for accomplishing the cooperation, coordination and

negotiation process between the main actors that have this

knowledge: (i) production management, (ii) control expert and

(iii) maintenance expert.

2.2. Multi-agent systems

Multi-agents systems (MAS) theory can be viewed as an

evolution of artificial intelligence, in order to achieve

autonomous computational systems. Although the agent

definition has been argued into the researchers community

of the distributed artificial intelligence (DAI), it is accorded

that the autonomy is the main characteristic describing an

agent, the autonomy being the ability to accomplish a task and

reach its objectives without human, or any other, assistance

[25,26]. Particularly, each agent has got properties as

autonomy, mobility, rationality, sociability and reactivity.

Furthermore, they may have built-in reasoning mechanism

permitting to propose intelligent solutions and to evolve by

experiences. Thus, intelligent agents have attributes and

methods, like the object-oriented programming, and also they

have built-in beliefs, desires and intentions, which are linked

with their environment and provide them of the states that

determine their behaviour [25,26]. The most important agent’s

characteristics are
� A
utonomy. Agents are autonomous as they perform their tasks

without human or any other external assistance. Autonomy is

the agent’s ability to have an own behaviour and reacts to

external stimulus, base on its internal state. Each agent

receives and senses the environment signals, analysing them

by using internal mechanisms.
� C
ommunication. Agents perform conversations in order to

communicate with other agents. The agent’s ability to talk by

using a language based on ontology is an important step for

implementing conversation into computational environ-

ments. The ontology is a set of concepts, predicates,

sequences, terms and relations between these elements and

they are understood by the agents’ society. Thus, each agent

understands a speaking intervention from other agent and, as

consequence, the internal state of the agent can be modified

and it can react beginning other speak interventions. Indirect

communication is another type of communication and it is

not based on messages but on shared information and

environment measures.
� R
eactivity. Reactive agents have the ability to perform

immediate actions at time of received signal from the

environment. Reactivity in agents permits quick actions in

real time and this action need not complex rules.
� I
ntelligence. Intelligence is the main ability associated to the

agent concept [26,27]. In order to analyse and take an action
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in autonomous manner, agent should incorporate intelligent

mechanisms. Intelligent techniques like expert systems,

neural networks, genetic algorithms, etc., are often used for

incorporating intelligent behaviour. By the other hand,

intelligent communications may be also performed by using

artificial life techniques like ant colonies.
� M
obility. Agent has the ability to move its state and program

code from a node toward other one in a distributed system

[28,29]. This ability allows the distributed computation in

order to use local resources while the information is

processed.
2.2.1. The design methodology of MAS

MAS-CommonKADS is a general methodology for the

agents modelling [30]. This methodology proposes a set of

models arranging the needed items for describing the MAS;

these models are: agents, tasks, communications, experience,

coordination and organization (see Fig. 1). Each model is

described by templates containing the attribute identification

and their relations.

MAS-CommonKADS methodology has two phases: the

Conception and Analysis phase [31,32], phase determining the

system requirements associated to the problem. In this phase,

the actors and cases of use are developed as well as the models

above mentioned. The role performed by a person, a piece of

software or another system is represented by an actor; a case of

use is associated with the needed actions in order to produce a

useful result for an actor. The Design phase, phase studying the

requirements defined in the previous phase, and architecture is

proposed in order to satisfy these requirements.

In [33] the MAS-CommonKADS methodology has been

enhanced by incorporating new aspects for agent modelling.

The enhanced methodology, called multi-agent systems-based
Fig. 1. The MAS-Comm
integrated automation (MASINA), is a new approach for MAS

modelling in industrial automation processes. This methodol-

ogy redefines the coordination, communication and experience

models; and it extends the agents and tasks models. This new

modelling approach allows for the development of
� A
o

gent model. This model describes the characteristics of the

agents proposed for the problem resolution; this model is the

bridge toward the other models [34].
� T
asks model. In order to attain the agent’s objectives, the tasks

that should be performed by the agents are described in this

model.
� I
ntelligence model. This model identifies the reasoning and

learning mechanisms; and also defines the strategic knowl-

edge about the domain, tasks and experience, in order to

accomplish the MAS objectives.
� C
ommunication model. Interactions between the agents are

described here. This model defines the conversations by

defining the sent messages and the speaking interventions.
� C
oordination model. This model describes the coordination

scheme between the agents, as well as the strategies for

conflict resolutions, direct and indirect communication

mechanisms, meta-languages and ontology.
2.3. Agents-based intelligent distributed control systems

Agents technology are being widely used as modelling

approach for control systems and industrial developments

because of the decentralized nature of the problem in these

areas [35] and the complexity of the manufacturing and business

environments [36]. The use of agent technology in industrial

environments has been proposed in the past decade and the role of

the integrated monitoring–diagnosis–decision-making activities
nKADS models.
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have been highlighted in the approaches using agents. In order to

integrate the multiples perspectives in the related areas in

industrial environments (informatics, control, maintenance,

management) and competing interests to attain global objectives,

MAS-based architectures have been proposed [6,37–40] and the

special attention in agent communication for industrial integra-

tion has been addressed in [39,41].

In [37], an intelligent agent framework integrating people

and computer systems in complex, distributed manufacturing

environments is proposed. Particularly, it highlights the

necessity of automation and monitoring to achieve the

enterprise integration in order to people and software has

been warned about the abnormal event and then take an

adequate decision. It is also introduced the necessity of

knowledge availability about the process and equipment to be

used in monitoring, diagnosis and decision-making activities. It

proposes a generic approach for modelling these activities in

cognoscenti and conceptual terms. In [38] the outlines for the

development of agent-based models for manufacturing

applications are given, remarking the existence of special

roles of the agents providing the system operation.

Particularly, an agent is proposed for continuous monitoring

detecting abnormal situation, taken the corrective actions or

warning human operator about their occurrence. In [40] the use

of agents in automation systems in their conceptual analysis is

presented, remarking the role of the monitoring and main-

tenance as a part of the engineering process and this role is

performed by an agent. In [6] a referential architecture based on

MAS taking into account control, abnormal situation manage-

ment, production planning, production resources management

has been proposed and the functional analysis of the abnormal

situation management has been addressed from a multi-agent

point of view. Finally, recent works proposed in [22,24] show

the important role of MAS-architectures in order to achieve e-

Maintenance platforms.
Fig. 2. AIDC
Although the use of MAS-based approaches has been

addressed in industrial environment and the importance of

incorporating the supervision, monitoring and maintenance

activities has been highlighted, no model of agents specifica-

tion, from a methodological point of view, has been given in

these approaches, particularly in the case of maintenance

management problem.

In this work, the agent modelling is developed by using the

AIDCS reference framework. The agents-based intelligent

distributed control systems (AIDCS) is a MAS platform

specifically designed for the industrial automation systems

[7,33,34]. It proposes a collection of agents characterizing the

elements of control of processes and defining a generic

mechanism for the handling of the organized activities related

with the industrial automation. This way, the agents of the

AIDSC are
� M
S

easuring agent. It gathers the necessary information in

order to know the state of the process.
� C
ontroller agent. It takes actions based on the system’s state.
� C
oordinator agent. It modifies the controller agent’s

decisions and establishes new objectives and services. It

coordinates the agents’ community.
� A
ction agent. It executes the decisions taken by the

controllers, coordinators and/or specialized agents.
� S
pecialized Agents. They execute the special tasks of the

agents’ community.

The AIDCS is divided in two levels: an interaction level with

the environment where the measuring and action agents live;

and a decision level where the other agents of the community

live (see Fig. 2). We call this set of five agents, the control

agents community.

The AIDCS also proposes a community of agents that

manages the control agents. This community is called the
model.
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Fig. 3. Reference model for fault management.
services administration system (SAS) [34]. The SAS allows the

migration, the localization, the activation/inactivation of

agents, and the knowledge of the global state of the AIDCS;

all these works are carried out by the agents of agents

administration. Another work that the SAS performs is to

control the inventory of all the applications and resources that

are managed and/or are provided by the agents, these works are

performed by the agents of applications administration and the

agents of resources administration, respectively. On the other

hand, it is also needed the administration of the data stored

inside the system; this work is carried out by the database agent.

Finally, the AIDCS has the capability to communicate with

others SMA through the SAS, specifically by the communica-

tions control agent.

3. MAS-based reference model for FMS

In this section, a MAS-based reference model is specified

from a methodological point of view, by using the five models

mentioned in Section 2.2.1. The proposed model agrees the

integrated concept of control, maintenance and technical

management; the functionalities according to the maintenance

reference domain are taken into account in the roles of the

proposed agents. This MAS-based model provides a generic

framework to solve the fault management because of the

association of each maintenance activity with an agent

service; the proposed model permits a comprehensive

treatment of the fault management problem, it can be used

in any area of industrial environments and it can be integrated

with the supervision applications in order to support the

decision-making on the controlled processes. Interactions

between the proposed agents, defined in communication

model and coordination model, permit an adequate informa-

tion/decision flow in order to solve collaborative and

distributed aspects.
3.1. Reference model for fault management systems

According to the aspects mentioned in Section 2.1, a

reference model permitting the adequate interaction between

the maintenance tasks is shown in Fig. 3 [42]. On this figure, it

is remarked that preventive maintenance tasks are in the

supervision level of control. Solid arrows denote the available

information flow: the output variables of the process goes to the

detection tasks; in case of fault detection, the information flow

goes to the isolation, diagnosis and prediction tasks, each one is

supported by models. Finally, the resulting information goes to

the scheduling tasks in order to propose maintenance actions.

Available information can be the current information or

historical information about the detection, isolation, diagnosis

and prediction and also about previous maintenance plans and

corrective actions (feedback arrow between scheduling and

maintenance).

The FMS proposed in this work is inspired on the previous

reference model. Therefore, the FMS is composed by two

blocks: the first block accomplishes monitoring and fault

analysis tasks (MFAT); the second block accomplishes the

maintenance management tasks (MMT). The FMS and

engineering management are interacting blocks related to the

productivity indexes, human and financial resources, compo-

nents stock, and so on. On the other hand, the FMS also

interacts with the fault tolerant controlled process, it being the

final receiver of fault detection–diagnosis–decision tasks (see

Fig. 4).

The MFAT block is concerned with the following tasks:
� D
etection This task permits the identification of an invalid

state in the process. A fault presence is stated from the

behaviour of significant variables; as a consequence, base on

this behaviour, the systems may be fault-free or in abrupt

failure or incipient fault. Therefore, it is needed to have



M. Cerrada et al. / Computers in
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detection models and the information from the process is used

in the detection.
� I
solation This task estimates the place where is occurring the

faulty item.
� D
iagnosis This task determines the failure mode related with

the fault detection, their causes and consequences. Therefore,

it is needed to have diagnosis models and the information

from detection and isolation tasks is used in the diagnosis.

The MMT block is related with the following tasks:
� P
rediction This task tries to estimate when an incipient fault

goes to a functional failure; therefore, it is needed to have

predictive models and the information from fault detection and

diagnosis tasks may be used in order to build these models.

Prediction tasks should estimate the failure occurrence and

thus, it should avoid the corrective actions. In this sense,

prediction result is an asset for the planning task.
� P
lanning This task provides a preventive maintenance plan

proposing the maintenance tasks that avoid the occurrence of

a functional failure. It must also propose a contingency plan

in case of abrupt failure in order to avoid fatal consequences

on the process. Resources feasibility related to a particular

maintenance task must be reviewed before the plan is

proposed (manpower and component costs, human resources,

stock, etc.).
ble 1

ctors and cases of uses of FMS

ctor Description

etector It receives the information from the controlled process an

remains on the invalid state. It analyses if the invalid stat

or abrupt failure

nder It isolates the region where the failure occurs

iagnostician It identifies the failure modes, their causes and consequen

failures modes, causes and consequences.

edictor It estimates the time period that a potential or incipient f

heduler It schedules the preventive maintenance tasks, taking into

available resources. It can also redefine the maintenance

task is not set-up and running

ecutor It runs the maintenance plan and proposes the corrective

It should notice whether the preventive or corrective task
Finally, maintenance action is concerned to set-up and

running the maintenance tasks according to the maintenance

plan. These tasks are on-condition (detection–isolation–

diagnosis) and on-time tasks. Maintenance actions are also

related to set-up and running contingency plans in case of

abrupt or unexpected failures.

3.2. MAS-based reference model for FMS

In this work, a MAS-based reference model is proposed for

the problem of fault management in industrial processes.

Taking into account the MAS-CommonKADS methodology,

the conception and analysis phase is only developed here, and

the MASINA methodology is used in order to propose the

agents, tasks, communications, experience and coordination

models.

The FMS is a system into the supervision level of the

industrial processes. The FMS as MAS, should consider the

following items:
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� I
d

e i

ce

ail

a

pla

pla

s a
nformation exchange between the levels of the industrial

processes.
� M
onitoring and analysis of variables from the lower levels of

the industrial processes (local control).
� F
ault detection, isolation and diagnosis mechanisms and

reasoning mechanisms supporting the decision-making

process in the preventive maintenance.
� D
istributed processing: the FMS activities as fault detection/

isolation and estimation of working index should be

embedded into a distributed computational model.
3.2.1. Actors and case of use for the FMS

Each block described in Section 3.1, performs important

roles for fault management. Table 1 identifies and describes the

actors in the fault management problem and also, identifies the

cases of use associated with each actor.

The cases of use are described by using the templates

notation proposed by Rumbangh [43]. Table 2 shows the

case of use ‘‘tasks scheduling’’ associated with the actor

‘‘scheduler’’ and the UML diagram is presented in Fig. 5. More

details about the cases of use can be seen in [42].
Cases of use

identifies whether the system

s associated with an incipient

System monitoring,

state identification

Finding-failure

s. It may also identify new Failure analysis

ure goes to functional failure Failure occurrence estimate

ccount technical and financial

ns in case of a maintenance

Tasks scheduling, redefining plans

ns in case of emergency.

re not performed

Running tasks, reporting tasks
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Table 2

Case of use ‘‘tasks scheduling’’

Case of use Tasks scheduling

Abstract The actor Scheduler proposes a set of preventive maintenance

tasks according to the technical and financial feasibility. This actor

should set-up and running the timeline

Actors Scheduler, predictor, database and executor

Precondition Information about a potential or functional failure occurrence

should be received from the actors detection, diagnostician and predictor

Exception Information is not received from the actors mentioned above.

Information is not communicated to the actor executor
In the following, the different models are described

according to the MASINA methodology, in order to get the

MAS specification and requirements for the FMS.

3.2.2. Agent model

Agent identification is based on the actors that have been

defined in the conception phase. According to the actors in

Section 3.2.1, the FMS provides the following functionalities

into the DCS:
� m
onitoring;
� d
etection, isolation and analysis of failures;
� p
redictions of failure occurrence;
� s
cheduling of preventive maintenance tasks;
� s
et-up and running of preventive plans and corrective actions.

These functionalities can be embedded into the agents

defined in the generic conceptual framework for the agents-

based intelligent distributed control systems (AIDCS) [34],

which has been adapted to the fault management problem. In

this sense, this problem is thought like a generic problem of

feedback control system. The roles of the mentioned actors are

allotted on the following agents:
Fig. 5. UML use case
� d
‘‘ta
etector agent (specialized agent);
� fi
nder agent (specialized agent);
� d
iagnostician agent (specialized agent);
� p
redictor agent (specialized agent);
� c
oordinator agent;
� c
ontroller agent;
� a
ctuator agent;
� o
bserver agent.

The detector, finder, diagnostician and predictor agents

performs the actor’s functionalities. The functionalities of the

actors scheduler and executor are performed by the remaining

agents. The Coordinator agent gathers the information about

the process’ items from the specialized agents and, based on

this information, it schedules the maintenance tasks. The

timeline should be defined according to the item’s reliability

and the failure effects. These aspects can suggest a decision-

making process: take a corrective action or redefine the

preventive maintenance plan; the last is also done if a

maintenance task is not performed. This timeline can include a

long time horizon (long-term (LT) plan) and not take into

account the human resources and inventory on hand. In this

sense, the controller agent takes the preliminary plan provided

by the coordinator agent and it proposes a short time horizon

plan (short-term (ST) plan) satisfying the human resources,

inventory on hand and critical claims. That permits to give a

daily or weekly plan for easy tracking. On-condition

maintenance tasks are notified to the coordinator agent who

calls to specialized agents; on-time and corrective maintenance

tasks are notified to the actuator agent. The observer agent

gathers the information about the process control in order to

determine if a functional failure occurs; it also notices about the

maintenance state and correlates it with the process state.

Maintenance state is related with the foreseen maintenance

tasks performance and process state is related with the
sk scheduling’’.
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Fig. 6. The agents reference model.

Table 4

Coordinator agent objective

Objective—Coordinator agent

To schedule the maintenance tasks according to the item’s reliability, the

failure effects and urgent tasks

Type On-condition objective

Input parameters Data from the specialized, observer and controller agents

Output parameters Maintenance plan and/or corrective maintenance order

(urgent tasks)

Activation condition Information is received from specialized agents,

observer agent, and controller agent

End condition The maintenance plan or corrective actions are proposed

Success condition A maintenance plan or corrective actions, permitting to

achieve adequate reliability levels on the process’ items, are proposed

Failure condition Success condition

Representation language Natural language

Description Coordinator agent assesses the different settings in order to

create the best general maintenance plan on a long time horizon
operational function. The agent actuator performs the on-time

maintenance tasks on the process.

Fig. 6 shows the MAS-based FMS who interacts with the

AIDCS for the control process through the MAS-based services

administration system (Middleware) proposed in [34]. The

Maintenance Process is related with the whole maintenance

engineering: available human, stock and financial resources and

maintenance state.

Tables 3–9 show the characteristics and requirements of the

coordinator agent: objectives, reasoning capabilities, abilities,

constraints, provided services, etc. More details of the

remaining agent are defined in [42].

Based on the main characteristics of the multi-agent

systems, this agent-based reference model should support the

different points of view or maintenance framework, this aspect

being a part of the dynamical changes in the maintenance

paradigms [8].

According to the functionalities and objectives of the

coordinator agent, the following tables describe the services

provided by this agent. The services should be able to propose

or redefine an adequate maintenance plan permitting to reach

high reliability on the process. It is also needed to have an

adequate response time.

All services provided by the agents have common properties

associated with:
Table 3

Coordinator agent

Agent Coordinator

Type Software agent

Roles Decision-making for the maintenance tasks planning. Coordination

of the specialized agents and prioritization of urgent tasks

Description It gathers the information about the process’ items from the

specialized agents, and schedules the maintenance tasks. The timeline

should be defined according to the item’s reliability, the failure effects

and urgent tasks. These aspects can suggest a decision-making: take a

corrective action or redefine the preventive maintenance plan; the last is

also done if a maintenance task is not performed
� T
Ta

Co

Se
he service acquisition: it is related to the agent’s availability.

The agents are supposed always available and the services are

performed.
� T
he service complexity: a service can be very complex

according to the process’ items.
� T
he service quality: it depends on the data reliability and the

used method for obtaining the results.
(long-term plan (LTP)) and produce the best set of corrective actions

(urgent tasks) in case of emergency

ble 5

ordinator agent service

rvice—Coordinator agent

Name Maintenance plan proposition

Type Free, concurrent

Input parameters Data from specialized and observer agents

Output parameters Long-term maintenance plan

Representation language Natural language
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Table 6

Coordinator agent service

Service—Coordinator agent

Name Maintenance plan redefinition

Type Free, concurrent

Input parameters Active flag about unrealized maintenance tasks (expecting

tasks), active flag about functional or abrupt failures (urgent tasks)

Output parameters New maintenance plan, corrective maintenance orders

Representation language Natural language

Table 7

Coordinator agent service

Service—Coordinator agent

Name Specialized agent call

Type Free, concurrent

Input parameters Active flag about the application of detection, isolation,

diagnosis and prediction tasks (DIDP tasks) on an process’ items

Output parameters New maintenance tasks

Representation language Natural language

Table 10

LT maintenance plan proposition

Task LT maintenance plan proposition

Objective Create a LT maintenance plan for each process’ equipment

Precondition Information from the specialized agents must be clear and

complete

Frequency It is related to the new information provides by the specialized

agents

Description This task permits to create a LT maintenance plan, taking into

account technical aspects, such as cycle of life of the equipment, prediction

of functional failure occurrence from potential failure detection, critical

consequences

Table 11

Application order of DIDP tasks

Task Application order of DIDP tasks

Objective Invoke the application of DIDP tasks

Precondition Identification of a functional failure occurrence. Request of

on-condition maintenance tasks from ST maintenance plan. Potential

failure detection

Frequency It is related to the preconditions activation

Description The coordinator agent manages the activities of specialized

agents, in order to apply the DIDP tasks, if it is need
3.2.3. Tasks model

The tasks identification is done from the actors and cases of

use defined in Section 3.2.1. The defined tasks for the MAS-

based FMS are presented below:
1 O
Ta

Co

G

Ta

Co

Co
bserver agent’s tasks

1.1 Abrupt o functional failures identification;

1.2 Operation index estimation;

1.3 Maintenance’s state estimation.
ble 8

ordi

enera

Abil

pe

Repr

ble 9

ordi

nstr

Type

Desc

co
2 D
etector agent’s tasks

2.1 Statistical estimation about failures occurrence;

2.2 Selection of the detection techniques;

2.3 Incorporation of new detection methods.
3 F
inder agent’s tasks

3.1 Finding failure.
4 D
iagnostician agent’s tasks

4.1 Identification of failure modes and failure causes;

4.2 Statistical estimation about failures modes;

4.3 Statistical estimation about failures causes;

4.4 Failure consequences analysis;

4.5 Readjustment of diagnosis models;

4.6 Incorporation of new diagnosis models;

4.7 Identification of new failure modes;

4.8 Identification of new failure causes.
nator agent capability

l capability—Coordinator agent

ity To be able to propose or redefine an adequate maintenance plan

rmitting to reach high reliability levels on the industrial process

esentation language Natural language

nator agent constraints

aints—Coordinator agent

Temporal

ription Adequate response time is needful, specially for proposing

rrective actions (urgent tasks)
5 P
redictor agent’s tasks

5.1 Reliability curve estimation of the process’ items;

5.2 Reliability index estimation of the process;

5.3 Incorporation of new prediction models.
6 C
ontroller agent’s tasks

6.1 ST maintenance plan proposition;

6.2 ST maintenance plan processing.
7 C
oordinator agent’s tasks

7.1 LT maintenance plan proposition;

7.2 Resources evaluation;

7.3 Application order of DIDP tasks;

7.4 Application order of corrective action;

7.5 Redefining the maintenance plans.
8 A
ctuator agent’s tasks

8.1 On-time maintenance task running;

8.2 Urgent task running.
The following tables describe two of the coordinator agent’s

task. The remaining tasks are defined in [42] (Tables 10 and 11).

3.2.4. Intelligence model

At the beginning, the agents of FMS are reactive, that is, they

have a set of initial believes and knowledge, but through the

time, intelligent abilities may be incorporated. Out of the

actuator agent, all agents in the FMS may be sensitive to be

intelligent. A general structure of the intelligence model is

presented in the following Tables 12–14.

3.2.5. Coordination model

This model describes the communications scheme of the

MAS: conversations, protocols and associated languages.

UML-based diagrams are used for describing the conversations.

A set of six conversations has been defined for the fault

management problem, each one with speaking interventions

that will be described in the communication model:
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Table 12

Agent’s experience

Experience

Representation Rules

Type Based on cases

Reliability It is related to the data completeness

Processing scheme Knowledge parameters tuning and new models

incorporation

Table 13

Agent’s learning mechanism

Learning mechanism

Type Adaptive

Representation Rules, neural techniques, genetic techniques

Learning sources Success or failures during the DIDP tasks

Update mechanism Experiences feedback

Table 14

Agent’s reasoning mechanism

Reasoning mechanism

Information source Previous results from de FMS’s agents

Activation source Scheduling tasks, DIDP tasks

Type of inference Based on rules

Task–objective relationship It decides if the used algorithm is adequate for

the DIDP tasks or if an adequate maintenance plan is proposed

Reasoning strategy It can be deductive or inductive: evaluate the causes of

success or failure in the DIDP tasks or confront unknown situations in

order to get rich the experience

Table 15

Conversation description

Conversation Redefining maintenance plan

Objective To redefine the execution timeline of the maintenance tasks that

have not been set-up and running on the process

Agents Coordinator, database (MAS-based Middleware), human

Beginner Coordinator agent

Speaking interactions Expected maintenance tasks search, alarm,

maintenance plan sending

Precondition A particular maintenance task has not been set-up and running

on the process

End condition A new timeline has been proposed and a new plan is sent

to the database agent, else, an alarm is sent to the human agent (user)

Description This conversation permits the information search on the

database about the maintenance tasks that have not set-up and

running (expected tasks). The coordinator agent should analyse the

information describing the particular tasks and it should take a

decision about the run date. As a consequence, a new maintenance

plan is proposed and it is available for the controller agent. If a new

date is not provided, then, an alarm is sent to the user (see Fig. 7)
(1) o
n-condition maintenance;
(2) m
aintenance plan;
(3) u
rgent maintenance tasks;
(4) r
edefining maintenance plan;
(5) m
aintenance state;
(6) f
unctional failure identification.
Table 16

Coordination scheme of the conversation redefining maintenance plan

Coordination scheme

Objective To coordinate the interactions between the Coordinator, database

and Human agents

Type Predefined

Coordination by default Centralized, by using message pass between the

agents

Planning

Type Predefined

Technique Protocols are used for consulting and get information between the

agents

Communication mechanism

Type Direct

Technique Message pass

Meta-language KQML

Ontology It is related to the vocabulary about the fault management problem
In the following, the conversation redefining maintenance

plan is presented. The remaining conversations are described in

[42] (Table 15). Table 16 shows the associated coordination

scheme, planning and communication mechanism for this

conversation (Fig. 7).

3.2.6. Communication model

This model describes the speaking interactions used by the

conversations. Each interaction between two agents is

performed by sending a message. Taking into account the

agents and tasks in the FMS, a set of 21 speaking interactions

has been defined and they are suitably arranged into the

conversations in the coordination model. In the case of the

previous conversation redefining maintenance plan, the

following speaking interactions are performed (Tables 17–19).

4. MAS-based FMS prototype design

The proposed MAS-based FMS has been developed on Java

Development Framework (JADE) [44], a tool according to the
Foundation for Intelligent Physical Agents (FIPA) request for

the development of MAS applications. This tool supports the

development of ontologies and codification schemes. JADE

supports the remote methods invocation (RMI), common object

request broker architecture internet inter-ORB protocol

(CORBA IIOP) and events notification protocols; it supports

the complex planning of agents’ tasks, as well as the integration

with the reasoning machine Java Expert System Shell (JESS).

The source code is available under Lesser General Public

License (LGPL) [45].

In order to develop the FMS prototype, four additional

agents have been defined: main agent (MA), run agent (MA),

monitoring agent (MA) and update agent (UA). These agents

permit the implementation of the graphic interface of the FMS:

built an agent, execute the MAS, visualize the performed

agents’ activities, and update the agent models in the system.

For the agents programming, the FMS uses a system based on

MAS for code generation (MASCoGen) [46]. The MASCoGen

runs on JADE platform and permits the agents-oriented

programming.
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Fig. 7. UML interaction diagram of the conversation redefining maintenance plan.

Table 19

Speaking interaction maintenance plan sending
The main agent interface (Fig. 8), is a single window

showing three options: file, agents, and tools. File option has

the exit option for finishing the application. Agents option

has three options: built agents, run agents and agents

monitoring. Built agents option permits to build the FMS

agents (see Fig. 9), Run agents option permits to execute the

FMS agents (see Fig. 10), and monitoring agents option
Table 17

Speaking interaction expected maintenance tasks search

Speaking interaction Expected maintenance tasks search

Type Query

Objective To search in the database the expected maintenance tasks that

have not executed on the process

Agents Coordinator, database (MAS-based Middleware)

Beginner Coordinator agent

Precondition An active flag about expecting tasks

End condition The coordinator agent receives from the database agent,

the whole information about the expecting tasks

Conversations Maintenance plan redefinition, urgent maintenance tasks

Description The coordinator agent requests the whole information about the

expecting tasks reported by the observer agent

Table 18

Speaking interaction alarm

Speaking interaction Alarm

Type Report

Objective To warn about the unrealized agent’s task

Agents Coordinator, human (user)

Beginner Coordinator agent

Conversations On condition maintenance, maintenance plan redefinition,

urgent maintenance tasks

Precondition The particular task of the MAS is not performed

End condition The human agent receives an active flag about an expecting

task of the MAS

Description The coordinator agent send an active flag about the unrealized

task, in this case the task maintenance plan redefinition
permits to see the activities performed by an agent (see

Figs. 11–15). Finally, tools option has the customize models

option that permit update and modify the available agent’s

models in the MAS.
Speaking interaction Maintenance plan sending

Type Information report

Objective To save in the database the new maintenance plan

Agents Coordinator, database (MAS-based Middleware)

Beginner Coordinator agent

Conversations Redefining maintenance plan, on condition maintenance

Precondition A new maintenance plan has been proposed because of a

potential fault detection, fault prediction, urgent maintenance tasks

apparition or expecting maintenance tasks

End condition The Coordinator agent send to the database agent, the

whole information about the new maintenance plan

Description The coordinator agent reports the new maintenance plan and this

plan is saved by the database agent

Fig. 8. FMS graphic interface: ‘‘main agent’’.
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Fig. 9. FMS graphic interface: code generation by using the option ‘‘built

agents’’.

Fig. 10. FMS graphic interface: add an agent by using the option ‘‘run agents’’.

Fig. 12. FMS graphic interface: option ‘‘monitoring agents’’ on detector agent.

Fig. 13. FMS graphic interface: option ‘‘monitoring agents’’ on diagnostician

agent.
4.1. Case of study: the pool pumping system

In order to validate the prototype performance, the

maintenance activities on a pool pumping system has been

studied [3]. The system function is to maintain the water flow,

from the pool to the conditioning and heating systems, on top of

7 GPM (gallons per minute, 1 gallon = 3.785 l). The pumping
Fig. 11. FMS graphic interface: option ‘‘monitoring agents’’ on controller

agent.
system has the following equipment: main pump, main filter,

pipelines, valves, electromechanical timers and other filters.

Only the main pump and the main filter have been

considered in this work. In the operational environment, the

pressure of the water supply must be considered and it can be

decreased by the not well working of local aqueduct. In the test

phase, normal and abnormal operational environments have
Fig. 14. FMS graphic interface: option ‘‘monitoring agents’’ on predictor

agent.
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Fig. 15. FMS graphic interface: option ‘‘monitoring agents’’ on coordinator

agent.
Fig. 16. JADE graphic interface: conversation on-condition maintenance.
been supposed. Failures modes, causes and consequences have

been taken from [3]. In case of the main pump, the failure mode

is the damage on the motor bearing, the failure cause should be

the life cycle (wearout stage) and the critical variable associated

to the failure mode is the vibration signal. A typical

maintenance tasks associated to this failure mode are the

vibrations monitoring (on-condition tasks) and the change of

bearing (on-time tasks). More details can be revised on [3].

The proposed MAS-based FMS system in Fig. 6 has been

defined by using the generation code tool in the prototype.

Detector, finder and diagnostician agents have been created for

the equipment. Observer agent and actuator agent have been

created for the pumping system.

At the beginning, an initial maintenance plan has been

proposed and a set of events has been defined on the normal and

abnormal environment context, at different time points. A

particular case during the validation phase is presented: a

failure occurrence on the main pump has been noticed during

the application of an on-time maintenance task. In this case, the

performed conversation is ‘‘on-condition maintenance’’ and the

FMS working is presented on the following figures.

The MAS is started by using the option ‘‘run agents’’ on the

graphics interface in Fig. 10. The maintenance plan is known by

the controller agent and the maintenance tasks are ordered at a

particular time.

Fig. 11 shows the graphic interface of the agent monitoring:

the controller agent orders the application of different

maintenance tasks on the system’s equipment. Numbers in

parenthesis are related to the current time unit (weeks, months,

etc.). In this case, the highlighted order is the ‘‘vibration

monitoring on the motor bearing’’.

The order from controller agent is received by the

coordinator agent who coordinates the application of detec-

tion/diagnosis/prediction tasks. Fig. 12 shows the graphic

interface in monitoring detector agent on main pump. In this

case, the specialized detector agent runs the detection

mechanisms and a fault on the pump is detected at 150 time

units (the highlighted task on Fig. 12); at previous and later time

points no fault is detected.
Once a fault is detected, coordinator agent requests

information about the failure mode and causes to diagnostician

agent. In this case, the diagnostician’s result is the damage on

the pump bearing and the cause is the aging and wearout stage.

Fig. 13 shows the Diagnostician monitoring and the highlighted

results.

Then, coordinator agent needs more information in order to

take a decision, then, the services of predictor agent are

requested. In this case, the dead time for total failure is

predicted at 40 after the current time, as it is showed on Fig. 14.

Given the whole information, coordinator agent orders the

change of the pump bearing at this time (see the highlighted

order on Fig. 15) and this order is sent to the actuator agent.

Fig. 15 shows the monitoring of coordinator agent. If a

maintenance task is re-scheduled by the coordinator agent

(carried out tasks) then this is shown on the alarm screen, and a

new maintenance plan is stored.

All the conversations of this example are presented on

Fig. 16. It shows de interaction diagrams and the speaking

interactions between the agents in order to attain the global

objective: execute and re-schedule the maintenance plan

containing preventive maintenance tasks and run other tasks

as diagnosis/prediction when necessary.

5. Conclusions

In this work, the conception and analysis of a multi-agents

system-based reference model for fault management system

has been developed, permitting to obtain an agents specification

model, from a methodological point of view. This model agrees

the integrated concept of control, maintenance and technical

management; the functionalities, according to the maintenance

reference domain, are taken into account in the roles of the

proposed agents.

This MAS-based model provides a comprehensive treatment

of the fault management problem, it can be used in any level of

industrial environments and it can be integrated with the

supervision applications without modifying the current auto-

mation architecture. Because of the services-oriented framework
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provided by the proposed generic agent model, software

applications accomplishing the defined services can be

integrated into the MAS model by using integration techniques.

From the obtained specification models, the design model for

implementing the proposed MAS-based fault management

system can be developed in a natural way.

This model has been developed into a generic framework

proposed for intelligent distributed control systems, thus, the

fault management problem has been thought like a feedback

control process. In this sense, the system performs a set of tasks

(actions) permitting the maintenance tasks planning and the

application of specific maintenance tasks as fault detection,

isolation, diagnosis and prediction.

The MAS-CommonKADS methodology and the extended

methodology MASINA provide a set of models permitting to

describe the main characteristics of the MAS. The resulting

models have a generic structure that permits to incorporate it

into the automation process of any distributed control

systems.

The agent’s model permits to describe the main character-

istics of the agents, that is their objectives, services, general

capabilities and constraints. The whole functionalities are

defined by the task model, and the manners in which the agents

perform their tasks are defined in the coordination model. In the

case of fault management systems proposed in this work, a set

of six conversations has been sufficient to accomplish the FMS

objectives; however, a set of 21 speaking interactions has been

necessaries in order to develop these conversations.

The proposed MAS-based FMS has been developed on

JADE and for the agents programming, the FMS uses a system

based on MAS for code generation. A graphic interface

permitting the implementation of the FMS has been developed

in order to built an agent, execute the MAS, visualize the

performed agents activities, and update the agent models in the

system. A case of study related to the pool pumping system has

been presented and the working of the FMS is showed, by using

an event generator. In this case, the performance of the FMS has

been validated, specifically the coordination and communica-

tion model.

Future works aims to the design of decision-making process

in coordinator agent and the development of intelligence

model.
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Generación de Código del SCDIA. MSc Thesis. Facultad de Ingenierı́a,

Universidad de los Andes, Mérida, Venezuela, 2004.

Professor Mariela Cerrada was received the BS

degree in System Engineering in 1993 and the MSc

degree in Control Engineering in 1998, from the

Universidad de Los Andes, and the PhD degree in

Automatic Systems in 2003 from the Institute

National des Sciences Appliqueés INSA-Toulouse-

France. She is an Associate Professor in the Depart-

ment of Control Systems at the Universidad de Los

Andes and researcher of the Center of Studies in

Microelectronics and Distributed Systems (CEMI-
SID) and the Laboratory of Intelligent Systems (LabSIULA). She was the head

of departament from 2004 to 2006. Her research includes the field of control

systems, computational intelligence and automation. She has published more

than 50 academic papers.
Professor Juan Cardillo was received the BS degree

in System Engineering and the MSc degree in Con-

trol Engineering, from the Universidad de Los

Andes, and the PhD degree in Automatic Systems

in 2003 from the Université Paul Sabatier-Toulouse-
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